A

U.S. Department
of Transportation

Research and
Special Programs
Administration

Final Report DOT-VNTSC-FHWA-04-02

EFFECTS OF CATASTROPHIC EVENTS
ON TRANSPORTATION SYSTEM
MANAGEMENT AND OPERATIONS

August 2003 Northeast Blackout
Great Lakes Region

U.S. Department of Transportation
John A. Volpe National
Transportation Systems Center
Cambridge, Massachusetts

May 2004

Prepared for

U.S. Department of Transportation
ITS Joint Program Office
and
Federal Highway Administration
Office of Transportation Operations







EFFECTS OF CATASTROPHIC EVENTS
ON TRANSPORTATION SYSTEM
MANAGEMENT AND OPERATIONS

August 2003 Northeast Blackout
Great Lakes Region

Final Report

Allan J. DeBlasio
Terrance J. Regan
Margaret E. Zirker
Katherine S. Fichter
Kristin Lovejoy

May 2004

Prepared by

U.S. Department of Transportation

Research and Special Programs Administration

John A. Volpe National Transportation Systems Center
Planning and Policy Analysis Division

Cambridge, Massachusetts

Prepared for

U.S. Department of Transportation

Intelligent Transportation Systems Joint Program Office
and

Federal Highway Administration

Office of Transportation Operations

Washington, D.C.

DOT-VNTSC-FHWA-04-02




Foreword

This report documents the actions taken by trartgfpon agencies in response to the August 14,
2003, blackout throughout the Northeast. It id p&a larger effort to examine the impacts of
catastrophic events on transportation system fi@siland services and the role that intelligent
transportation systems (ITS) play in emergenciealso highlights the importance of good
communications between transportation agency ataffthe public safety officials who are the
first responders during catastrophic events.

The findings documented in this report are a resiuihe creation of a detailed chronology of
events in the Great Lakes region, a literaturecbe@and interviews of key personnel involved in
transportation operations decision-making durirghifackout. A companion case study of the
New York City area has also been prepared.

As part of a larger effort, four case studies haveady been produced examining catastrophic
events:

New York, N.Y., terrorist attack, September 11, 200
Washington, D.C., terrorist attack, September 0012
Baltimore, Md., rail tunnel fire, July 18, 2001
Northridge, Calif., earthquake, January 17, 1994.

This report was prepared by the U.S. Departmeifitafisportation’s (U.S. DOT) John A. Volpe
National Transportation Systems Center (Volpe Ggiive the Federal Highway Administration
Office of Operations and the U.S. DOT’s ITS Joimdtam Office. The Volpe Center study
team consisted of Allan J. DeBlasio, the projechager, and Katherine S. Fichter of the Volpe
Center Planning and Policy Analysis Division; Kinstovejoy of EG&G Technical Services;
Terrance J. Regan and Dan Morin from Planners Bol&ive; and Margaret E. Zirker from
Cambridge Systematics Inc. Vince Pearce is the DCH task manager of the review.
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1. Introduction

Thursday, August 14, 2003, was a typical mid-Auglast in the eastern United States, dawning
with a layer of heat and humidity hanging from Détto Boston. The network of electric
transmission lines that brings power to homes,nass, and public infrastructure was carrying a
standard load for that time of year, powering amditioning systems throughout the region.
Taken together, the system of transmission linea/gp plants, and sub-stations that powers the
area east of the Rocky Mountains is known as tistelia Interconnection, a collection of tens of
thousands of individual lines, owned by multiplditytcompanies, all working in concert to
supply even and sufficient power. Several comptmehthat system were out of service on the

morning of August 14, including a generating unitorthern Ohio, a major transmission line
serving Cleveland, Ohio, and a power plant nortDetroit, Michigan. Such outages are
routine, however, and the electrical system isgiesi to accommodate these events while still
maintaining a proper level of electric transmission

Shortly after 2:00 p.m. on the afternoon of Auglita brush fire caused a transmission line
south of Columbus, Ohio, to go out of service. sias followed at 3:05 p.m. by the failure of a
transmission line connecting eastern and northdrin,@vhich was in turn followed at 3:32 p.m.
by the failure — caused by a sudden excess of pitever of a second line in the same area of
northern Ohio. As more and more portions of tleeteical network disconnected from the grid,
the events on August 14 quickly accelerated: fisagmissions lines between Ohio and
Michigan failed within the 30 minutes between 3@BM. and 4:00 p.m.

At 4:10 p.m., the electrical system connecting

the region south of the Great Lakes, including
the cities of Cleveland and Detroit, to New
York and New Jersey experienced a profoung
failure. This was due, in large part, to the
sudden vulnerability of the transmission
system and its compromised ability to transfe
power over significant distances. Within a
single minute, many transmission lines failed
throughout the entire area, creating a
cascading effect in which lines sequentially
overloaded and then failed, leaving a swath ¢
3,700 miles — including portions of Vermont,
Massachusetts, Connecticut, New York, New|
Jersey, Pennsylvania, Ohio, and Michigan, uf
through portions of the Maritime provinces —
in the dark. On one August afternoon, a serie
of seemingly small events, happening in
concert, produced the largest blackout in
American history.

Electric transmission

Transmission system voltage is needed to transfer
electric power from generation stations to load
centers — the places in which the power is used —
and is somewhat similar in function to water main
pressure. Reactive power is the component of total
power that assists in maintaining proper voltages
across the power system. As transmission lines
become more heavily loaded, they consume more
of the reactive power needed to maintain proper
transmission voltage. In some instances, the
reactive power demand within an area is too great
for the local generating units to supply. In those
cases, the units can trip off-line, either from reactive
power overload or because the system voltage has
become too low to provide power to the generators’
own auxiliary equipment. The power system is
designed to ensure that if conditions on the grid
threaten the safe operation of the transmission lines
or power plants, the threatened equipment
automatically separates from the network to protect
itself from physical damage.




The blackout of August 14 left tens of millions eut electricity and created confusion and
disruption across the northeastern United Statégartions of Ontario, particularly in the cities
of New York, Cleveland, and Detroit. Subways wati@pped in their tunnels, airports halted
operations, and elevators stalled mid-ride. Wsystems shut down. The communications
network was disrupted: cellular telephones ceasebtk reliably and eventually ceased
working altogether, emergency response networke Wampered, and automated teller
machines went dark. Many restaurants and shopteséd their doors, and vehicles and
pedestrians trying to find their way home rapidieavhelmed streets. Without air conditioning,
many buildings rapidly became stifling. Strandechauters spent the night in train stations,
hotel lobbies, and emergency shelters. Others spany hours on the roads trying to get home:
on foot, in their vehicles, in shared taxis, onteerbicycles, hitchhiking, or on rollerblades.

Figure 1 shows the area of the blackout 20 houar®& began. Figure 2 shows the same
geographical area seven hours into the blackoigré& 3 shows the region of the United States
affected by the blackout.
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Figure 1. Twenty hours before the blackout
(Source: U.S. Geological Survey)

Within a few hours, power began to return to poiof the darkened region, while emergency
response teams worked through the afternoon amdrey® free those trapped in subways and
elevators, to secure public facilities, and to eashe safety of the general public. Officials in

the cities most impacted by the blackout treatedusti 15, a Friday, as a holiday, as they urged




the public to remain at home. Public services vpeoxided on a limited basis. Despite early
fears, both arrests and injuries were significabéiow anticipated levels, and the weekend
following the blackout passed quietly as the eleatmetwork returned to operation and many in
the affected areas stayed close to home. Powerestged throughout the impacted region
within 30 hours, and water quality was deemed aeddp within several days. By Monday,
August 18, the blackout of 2003 was largely over.
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Figure 2. Seven hours after the blackout
(Source: U.S. Geological Survey)

In a report released in mid-December, the U.S.—@aRawer System Outage Task Force
concluded that the blackout had many causes, sbthero still unknown, but most of them
small and, individually, preventable. As the t&sice reported, widespread, cascading failures
of the electrical system are rare, although theyomore frequently than would be statistically
expected. Although robust, electrical systemssaheerable to simultaneous, independent, small
failures, which — if not quickly and properly maeag- can overwhelm the system and cause the
type of massive outage seen on August 14. Forehason, blackouts should be considered as
part of standard emergency preparations and plgriaimall types of public infrastructure,
including transportation.
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Figure 3. Region of the United States affected by the electrical power loss

1.1 Regional Context

This report studies the effect of the blackouthia Great Lakes region, particularly in Detroit,
Michigan, and Cleveland, Ohio, the largest citiethie Great Lakes blackout area. Figure 4
shows the Great Lakes area in more detail.

1.1.1. Detroit Area

The six-county area in southeast Michigan, inclgddetroit, which is located in Wayne County,
is home to approximately 4.9 million residents gsgent more than 10 years ago. Meanwhile,
the number of residents in the city of Detroit dasreased. A larger share of people in the
region live in Detroit (20 percent) than work intiet (14 percent), suggesting that less of the
region’s activity is concentrated within its largegy compared to some other metropolitan
areas nationwide. In the last quarter, about 28gm¢ of the office space in Detroit’s central
business district was vacant. Table 1, Regiomdilssics, gives an overview of the two areas,
Detroit and Cleveland, for the year 2000.

Table 1. Regional statistics, 2000
Southeast Michigan ~ Northeast Ohio

Population 4,833,368 2,148,143
Workers 2,208,906 993,648
Area in sq. mi. 4,591 2,015
Density of residents per sq. mi. 6,868 1,066
Density of workers per sg. mi. 481 493

(Source: U.S. Census 2000)




Several features in southeast Michigan, howevekenta transportation networks particularly
important. The region is home to the auto indistigig Three,” with General Motors,
Daimler-Chrysler, and Ford, all headquartered enahea and requiring extensive just-in-time
delivery services. Another important aspect ofrdggon is its international border. In 2001, 43
percent of U.S.—Canada trade, totaling over $14dmiannually, crossed at southeast
Michigan—southwest Ontario borders, including al&imillion tons of merchandise. Border
management along the area’s high-volume throughvgaysportant not only for national
security but also for regional safety as a largalper of hospital workers and other essential
employees commute internationally.
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Figure 4. Great Lakes region affected by electrical power loss
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1.1.2. Cleveland Area

The five-county area surrounding Cleveland at thelsern edge of Lake Erie covers about
2,015 square miles and is home to about 2.1 mitlesidents. Like Detroit, the population of
Cleveland diminished over the past decade. At#me time, other parts of the region have
experienced dramatic growth, especially in Medind @eauga Counties.




Commuters in both southeast Michigan and north@hgi are overwhelmingly dependent on
automobile travel. In southeast Michigan, onlye2gent rely on public transportation, and the
average passenger miles per person on public walasipn was approximately 66 in 2001.
Congestion is somewhat light, however, relativhosize of the metro area. Out of 75 metro
areas in the country, Detroit rank8 i® population and 18in the Texas Transportation
Institute’s (TTI) Travel Time Index, a measure gétem delay.

In the Cleveland metropolitan area, single-occupaeticles (SOVs) are the most prevalent
mode. Just 4 percent of commuters use publicpatetion, and travelers put in approximately
150 passenger miles per person on public trangfmortia 2001. In 2001, Cleveland ranked'21
in population and S6according to the TTI Travel Time Index. Tableh®ws the mode split for
both regions.

Table 2. Journey to work (mode split), 2000

Southeast Northeast

Michigan (%) Ohio (%)
SOV 84 81
HOV 9 9
Transit 2 4
Other 5 6

(Source: U.S. Census 2000, SEMCOG, NOACA)




2. Transportation System in the Detroit Area

2.1 Pre-Event

2.1.1. Streets

Wayne County maintains approximately 1,420 tradfgnals in the Detroit area, about four of
which are under closed-loop or central system obnifhe Road Commission for Oakland
County (RCOC) maintains over 230 miles of staténtigys and 2,600 miles of county roads in
the Oakland County area, including about 1,300 towity, and state traffic signals.
Approximately 575 intersections operated by RCO€imstrumented with FAST-TRAC (Faster
And Safer Travel Through Routing and Advanced Gusjrtechnology. The heart of FAST-
TRAC is a signal system known as the Sydney CoatdthAdaptive Traffic System (SCATYS),
which uses adaptive control technologies to regutaiffic signal timing and coordination to
meet changes in vehicle demand. Close to 100sed#@ons include 1,200 loop detectors, and
475 intersections have approximately 2,000 vidgea®n cameras connected to a central
computer at the RCOC traffic operations center.

2.1.2. Highways

The major highways that run through Detroit incluiderstates 75 94, 96, 275, and 696. Some
area highways are depressed and equipped withiielpotvered pumps to prevent flooding
during heavy rainfall. Michigan Intelligent Tramspation Systems (MITS) Center, managed by
the Michigan DOT, oversees 180 freeway miles inDe&oit area that feature numerous types
of intelligent transportation systems (ITS) equiptne

170 closed circuit television (CCTV) cameras

64 variable message signs (VMS)

1,600 inductive loops

Fiber optic, coaxial cable, microwave, and radimomunications network
Integrated software includes device control, incstdeanagement, and automated
traveler information systems (ATIS) capabilities

Media partner traffic reporters are on-site atMti€S Center, and MITS also maintains a link
with the RCOC.

2.1.3. Bridges, Tunnels, and Waterways

Several bridges and tunnels span the Detroit Riwveing the city of Detroit with Windsor,
Ontario. These include the Ambassador Bridge, gohdy the Detroit International Bridge
Company; the Detroit-Windsor Tunnel, managed byegoit & Canada Tunnel Corporation;
and the Detroit-Windsor Rail Tunnel. In addititim Detroit—Windsor Truck Ferry provides an
alternate route for motor carriers.




The Ambassador Bridge is accessible from Intersiagbways 75, 96, 94, and Jefferson Avenue
in Detroit, and Highways 3 and 401, and Wyandottee$ in Windsor. It provides two lanes in
each direction and is the busiest internationalroencial crossing in North America. Out of

12.3 million vehicles crossings in 2000, approxiehaB.5 million were trucks crossing.
Approximately 12,000 trucks use the bridge dailye bridge adjoins U.S. and Canada Customs
facilities and is equipped with electronic toll leaition and scales that determine a fee based on
in-motion weight.

The Detroit—Windsor Tunnel is the only automotimgernational underwater border crossing in
the world. The two-lane tunnel serves as a downttswdowntown connection, with a capacity
of 2,000 vehicles per hour. Of the 8.5 million iedds that the tunnel serves annually, about 96
percent are passenger vehicles. They have adargmuter base, about one-third to one-half of
whom are Canadians that work in Detroit-area hafpitApproximately 700 trucks use the
tunnel daily, 350 each way. The tunnel is equippgld VMS, CCTV cameras, lane controllers,
and limited highway advisory radio (HAR), as wddllgghting, heating, ventilation and air
conditioning (HVAC) systems. There is electromlt tollection for commercial carriers, linked
to weight scales. U.S. and Canadian Customs cdpesatof the tunnel.

The Detroit—-Windsor Truck Ferry is a marine borderssing for motor carriers. The ferry
primarily transports hazardous materials that esgricted from the bridge and tunnel and
oversize and overweight vehicles. The ferry camleeight tractor-trailers and a few vans per
15-minute crossing. An electronic advanced nadiog reservation system helps streamline U.S.
and Canadian Customs’ processing of freight crgstsia border on the ferry.

In addition to the Detroit River crossings for motarriers, the river itself is used to move
approximately 80 million tons of cargo annuallyhelDetroit/Wayne County Port Authority
handled approximately 17.3 million tons of carg@@00, or roughly 20 percent of the freight
handled by Michigan ports. The more than 40 consrakports in the state contribute to 80
percent of Great Lakes cement shipments.

2.1.4. Transit

The city of Detroit's DOT operates about 430 bud@sng peak hours, enabling approximately
140,000 unlinked trips on an average weekday. Odteoit People Mover, an elevated monorail
through downtown, covers a three-square-mile a@aa weekday, it supports an average of
6,100 unlinked trips.

The Suburban Mobility Authority for Regional Tramstation (SMART) operates 300 fixed-
route buses and about 100 demand-responsive vemdie metropolitan area. SMART
vehicles are equipped with automatic vehicle lasafAVL) equipment linked to computer-
automated dispatching. On-board mobile data tealsiare also capable of sending a signal
indicating congestion to the RCOC system.

2.2 Day of the Event

The transportation facilities in the Detroit arbattnormally depend on electricity include traffic
signals; ITS equipment such as cameras, loop deteetnd VMS; public transit services




(dispatching); toll collection; tunnel lighting arentilation; pumps to control flooding; and
Customs services. The blackout hit Detroit at ad4od® p.m., just at the beginning of rush hour,
and lasted through much of the weekend. Powewnmesareas was restored as early as Thursday
evening and in most areas by Saturday night.

Abbreviated Chronology: August 14, 2003
Time
of Day Event/Actions Taken

12:05p.m.  Generators shut down at the American Electric Pglant inConesville, Ohio.

4:10:41 p.m. TheBeaver-Davis Besdme, which connects the Cleveland and Toledosaréizconnects, leaving
Cleveland isolated from the Eastern Interconnectitleveland loses power.

4:15p.m. The Detroit-Windsor Tunnel closes.

4:54 p.m. Federal officials rule out terrorism as causelatkout.

5:00 p.m. Four of Cleveland’s water pumping stations andrthackup systems — used to pump and clean
drinking water from Lake Erie — lose power and.fail

8:00 p.m. Cleveland International Airport regains power aesumes operations.

9:30 p.m. The City of Cleveland imposes a curfew for argyander the age of 18.

10:15p.m.  The Detroit—-Windsor Tunnel re-opens.

11:00 p.m.  The final person is freed from a Cleveland elerat

2.2.1. Streets

On Thursday, August 14, in addition to typical mptraffic, many people simultaneously left
work shortly after the blackout began, further ging roadways. One employee observed,
“About 10 minutes after the lights went out, peopkre pouring out of the buildings. The roads
were just packed.” Traffic that normally would ledveen staggered throughout the evening was
concentrated in the period right when the blackagan.

One of the most immediate effects that impactethsartransportation was the loss of traffic
signals. Reports indicate that drivers exhibienarkable courtesy in treating darkened
intersections as four-way stops. This treatmenwdver, gave no priority to major corridors,
which slowed traffic everywhere to a crawl. “Godk was horrible...People were taking two to
three hours for trips that would normally take 1liues,” according to one report. To try to
relieve the congestion at key intersections, métgens attempted to direct traffic themselves.

Police normally respond to darkened signals firgtdirecting traffic if necessary until a
managing agency can relieve the officer by supghaackup generation, repairing the signal, or
by erecting portable stop signs. But in this caseause the outage was so widespread, police
were able to cover only a few intersections. ArDieimotorist reported that even if there was an
officer directing traffic at one intersection, thery next one was jammed with no one directing.
There were anecdotal reports that “at some inteoses; people had just assumed the role of the
police and were trying to help direct traffic.”

In Oakland County, the RCOC staff faced 1,300 daeklesignals, with just 20 portable
generators to service them. On the fly, they tteedientify the most important intersections and
deployed crews to install and supervise generaiuaitse intersections. The RCOC staff
maintained some computers and other essentiahsitise equipment at their Traffic Operations




Center but lost all FAST-TRAC capability in thelfle Furthermore, an RCOC representative
explained that any ITS functionality would have heseless without signals to moderate traffic.

The gridlocked traffic depleted gas tanks moredigghan usual. Unfortunately, most gas
stations could not pump gas. In Detroit, “Onlye&dqent of the city’s gas stations were open,
producing long lines that in some cases were migdtby police,” according tbheWashington
Post In general, traffic let up between 8 p.m. arqulr@. on Thursday evening, although traffic
persisted through Saturday at select facilitiehssgcthe Ambassador Bridge. “Once everybody
got home, they stayed there,” an agency staff pespeculated. On Friday, the roads were
relatively empty, as people seemed to heed mediaartements directing people to stay home.
Detroit Mayor Kwame Kilpatrick reported that thérad been one quarter of a normal day’s
traffic crashes-about 50-because so few people aretke roads, reportdthe Washington Past

By Saturday, RCOC staff had deployed generatoseiace traffic signals in the area where
Detroit’s annual Woodward Dream Cruise-an eventd¢ha draw up to 1.5 million people-was
scheduled to occur. That day, power began tomeétumany areas and approximately 90
percent of the RCOC's signals became operationagrding to one estimate.

2.2.2. Highways

In general, highways can function well without é&fmity. However, toll collection, tunnel
ventilation, lighting, pumps to control floodingd@&ITS equipment such as cameras, loop
detectors, and VMS, depend on electricity. InDegroit area, only the Ambassador Bridge was
able to maintain these types of functions.

Heavy rain began to flood several sections of degae freeways Friday morning and continued
through Saturday. The pumps that normally remowess water still had no power, and the
contractors that would have normally supplied getwes for the Michigan DOT pumps in case
of an outage had deployed their generators elsewher

The MITS Center and its field equipment lost alveo, leaving Michigan DOT staff unable to
collect data, receive video feeds, or control VM3wey also had no telephones and had only
spotty two-way communications with field staff. keiother agencies, they reported the loss of
communications to be most frustrating. Staff régathat the data-collection devices that would
have been most helpful during the blackout werectimeras. When the freeways flooded on
Saturday, they could not see the incident on tteeimeras and could not use their VMS to warn
motorists. Normally, the video information is udebr the on-site state police in deciding what
resources to devote to a particular incident. MOehter staff also lamented the lost opportunity
to record traffic volume data during what was esa#y a full evacuation of Detroit on

Thursday.

2.2.3. Bridges, Tunnels, and Waterways

The Detroit—-Windsor Tunnel has quadruple redundaasyt is serviced by four separate power
feeds. For the first time ever, all four feeds iagad. At 4:15 p.m. on Thursday, lighting, fans,
and other emergency and life-safety systems ituthieel ceased, rendering continued operations
unsafe. The tunnel operator followed a pre-plarpretbcol in declaring a tunnel emergency
and shutting down the facility. The tunnel cleairetess than 15 minutes. For the tunnel
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authority, the loss of communications was a chgkemecause the phones were dead. A backup
battery and then a portable generator supportadia system. They were able to notify the
media and other agencies of their plans to clodelater, to re-open. Power returned at 10:00
p.m. on Thursday. The tunnel had a “soft” oper@h0:30 p.m. and a full opening at 11:00
p.m., at which point there was little traffic.

Immediate backup generating capability enableddtivdassador Bridge to remain fully
operational throughout the blackout, as did U.Sst@us at one end of the bridge. A lost data
link between the Canadian customs facility andh@adquarters, however, created a bottleneck at
the Canadian end of the Bridge. According to acdntal report, by 9:00 p.m., there was a
guarter-mile backup to get into Canada; by midnitie backup was about three-quarters of a
mile; and by 6:00 a.m. on Friday, the backup was foiles long and two lanes deep. A bridge
representative estimated that there was aboute-ttw four-hour backup to get into Canada
during the blackout. There were also U.S.-bourgkiyas, but they were much less severe.
Traffic began to clear by about 2 p.m. on Friday.

The Detroit—-Windsor Truck Ferry continued operagsiamd even had excess capacity, though
they had to function without their advanced nosigstem and reservation system. They
maintained radio communications and processedhreigcumentation manually.

2.2.4. Transit

Since the blackout hit right at the beginning dffrdnour, most of SMART's fleet was already
out on the road at the time. Supported by genepatwer, SMART’s operations center was

fully functioning throughout the blackout, with gatchers, phone lines, fax machines, e-mail,
computers, and a website, which was updated wittegtiinformation. Staff also maintained
their radio system, used to communicate with dayéar 10 or 12 hours. Therefore, it was a “no
brainer,” as one SMART representative explainedinish Thursday evening'’s service.
However, when they lost their radio communicatisystem overnight, they decided not to run
service on Friday except for critical paratransgtomers, some of whom depend on SMART for
life-saving dialysis treatmeniThe Washington Pos¢ported, “City buses were halted” in

Detroit that day. SMART ran a Sunday schedule atii8ay and Sunday.

Abbreviated Chronology: August 15, 2003
Time
of Day Event/Actions Taken

4:10 am. Power returns to the rail yard of the Greater Akwe Regional Transit Authority (RTA).
Morning 150,000 Cleveland residents remain without powetr 06 1.4 million without power on Thursday

afternoon.

Morning 130,000 Detroit residents remain without power,afi2.1 million without power on Thursday
afternoon.

12:20 p.m.  Greater Cleveland RTA restores power to its liglitgystem.

General The public bus system in Detroit remains out ofise all day.

According to SMART executives, one of the biggdstllenges during the blackout was
communicating with drivers, paratransit customangl the public. Even though SMART’s

11



operations center was fully functional, many pedyad lost phone service, computer access, and
had no TV or radio. Messages relayed from SMARThagars to the media were a low priority
and aired infrequently. Managers were not cedimow many drivers would come in.
Furthermore, it was particularly difficult to firmut what medical facilities were open. In some
cases, drivers physically went to customers’ hoaselsto clinics to exchange information and

call it in to the operations center. In one ins®rSMART’s staff was able to coordinate with an
area fire department that borrowed vehicles angedsiin order to provide cooling stations for
senior centers. In addition, had the blackoutiped longer, other area agencies probably
would have relied on SMART for refueling.

2.3 Post-Event

Power began to return to the area on the afternb&aturday, August 16, 2003. In the
aftermath of the event, it took several days fotred ITS equipment to come back on line.

Some had to be reset manually, some suffered dafragehe blackout, and some had
communications problems that required in-field nemance visits, once power was restored late
on Saturday. RCOC staff reported that while mbsheir controllers came back up when power
returned, many of them still required the clockbéareset. Although approximately 90 percent
of Oakland County’s signals returned without treyldpproximately 200 signals required
restorative maintenance.

One problem the MITS Center staff encountered wastheir VMS had already been
programmed for the whole weekend to announce lerseies for anticipated construction areas.
So when power returned, there was not a good nhetivteen what the signs were saying and
the actual situation on the road. Complicatingreregoration process for a number of agencies,
power returned to different equipment at differiemies on Friday and Saturday, and the power
was not immediately stable when it returned. Rgllbutages across the region meant that some
equipment had to be reset more than once. Sommeywagtaffs concluded that delaying
restoration until they were absolutely sure staloler was restored was in their best interests.

Since the blackout, a number of agencies have tit@lgput lessons learned during the blackout.
The Detroit Homeland Security Office reported tleee for communication system redundancy,
additional alternative power resources, improvesuece identification and management, and
improved notification procedures.

On August 22, 2003, the Detroit—-Canada Tunnel Gatpm hosted a Detroit—Windsor regional
border transportation debriefing. Participantsassed issues such as backup power generation,
coordinated radio communications, emergency omeraitenters, border operations, and
communications with the public.

Since the blackout, some of the agencies in theoeirea have taken or planned actions:

Establish uniform generator testing and maintenaenes
Maintain telephones that do not require a powercu
Configure dial-around capability for voice messagsystems
Upgrade cell phone and radio services
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Install redundant communications such as wireldiggtal subscriber line (DSL), and dialup
network connections

Clarify who may activate certain emergency plans

Install storage tanks for fuel needed by generators

Budget for purchasing media spots during emergsncie

Conduct additional training using interagency ewdata management software.
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3. Transportation System in the Cleveland Area

3.1 Pre-Event

3.1.1. Streets

The Cleveland area does not currently employ aSytéchnologies in managing its arterial
network.

3.1.2. Highways

Several major highways serve Cleveland, includimgyrtorth-south Interstate Highways 71 and
77, the east-west Interstate Highways 80, 90, &@d @nd the Ohio Turnpike. District 12 of the
Ohio DOT serves the region.

3.1.3. Waterways

The Cuyahoga River runs through Cleveland, progdiocess for freight and cargo ships
traveling from the Great Lakes, and the commeraiddoads Norfolk Southern and CSX
Corporation provide freight service to Clevelanite Port of Cleveland is the largest overseas
general cargo port on Lake Erie, and the thirddsrgn the Great Lakes. Drawbridges over the
Cuyahoga River depend on electricity to be raisetllawered.

3.1.4. Transit

The Greater Cleveland RTA, a rail and bus systemiges public transit to metropolitan
Cleveland. Greater Cleveland RTA carries more #apercent of all public transit riders in
Ohio—an average of 182,865 riders each weekdag002, more than 52.7 million passengers
rode their trains, buses, Community Circulatorsl paratransit vehicles. About 500 of the 733
fixed-route buses and all 97 of the demand-respersises in the Greater Cleveland RTA fleet
are equipped with AVL, mobile data terminals, amspdtching software. They also have 108
heavy and light rail vehicles, which are all eq@gpvith dispatching software. The majority of
Greater Cleveland RTA track is at grade and runglighto another right-of-way.

3.2 Day of the Event

At 4:10 p.m. on Thursday, August 14, BBeaver-Davis Bessaectrical transmission line, which
carries power between the Cleveland and Toledsadesconnected, leaving Cleveland isolated
from the Eastern Interconnection. Approximatelg omillion residents in the Cleveland area,
which receives the bulk of its electricity from $tiEnergy Corporation of Akron and Cleveland
Public Power of Cleveland, immediately lost pow€leveland then remained in the dark for
over 24 hours, impacting transportation, publicltmea@and public safety.

Cuyahoga County, of which Cleveland is a large, padintains an emergency response center
for use in times of crisis. During the blackoutwever, public officials were unable to use the
response center immediately after the blackoutestatue to a lack of backup power within the
facility. A portable generator arrived about ¢igburs after the blackout started, which enabled
facility staff to begin official operation. As asult, the major public agencies of the city of
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Cleveland — including the transportation agenciesrked together, in a collaborative and
sometimes improvised way, to see the city throlghhtours of the blackout.

Of greatest significance to Cleveland during thegakeof the blackout was the failure of its

water system. At 5:00 p.m. on August 14, fourhef tity’s water pumping stations and their
backup systems — used to pump and clean drinkingr#ram Lake Erie — lost power and failed,
allowing millions of gallons of untreated sewagéd#released into Lake Erie and the Cuyahoga
River. At the height of the water crisis, 1.5 mofl Cleveland area residents had low or no water
pressure.

At 8:45 p.m. on Friday, Mayor Jane Campbell andhtpofficials requested and received a
declaration of a state of emergency from the sth@hio. In an effort to ensure public safety,
municipal officials in Cleveland imposed a curfet®a80 p.m. for anyone under the age of 18.
At 11:00 p.m. on Friday, the final person was fréedh a Cleveland elevator. During the
overnight period between Thursday the 14 and Frideyl5, Cleveland police made 19 arrests,
fewer than half the summer average. During thattilge hours, Cleveland police deployed
twice the typical number of officers to patrol @tecets of the city.

Cleveland firefighters responded to approximat@yides during the first night of the blackout.
The danger of fire was a source of great conce@leneland during the hours of the blackout.
Cuyahoga County activated an emergency responsdhafallowed tankers of water to be
brought to Cuyahoga County from elsewhere in O$taged outside Cleveland, and then
distributed throughout the county as needed ferduppression.

At 12:45 a.m., lights inside the Cleveland Termihaler flickered, signaling the beginning of
restoration of power to downtown and other part€w@jahoga County. By early evening on
Saturday, August 16, FirstEnergy declared thatdel/ice has been restored to the Cleveland
area. Many FirstEnergy customers had seen theiepestored by Friday afternoon.

3.2.1. Streets

Following the loss of power at 4:10 p.m., mostficagignals in Cleveland went dark, which —
exacerbated by the sudden, intense volume ofdraffiving the city — produced gridlock at
many intersections. Cleveland executives calleaffialuty and auxiliary police officers to assist
in directing traffic, but the congestion persisteanany areas of the city for several hours.
Many motorists elected to treat each non-functigrsignalized intersections as a four-way stop,
greatly slowing the flow of traffic through the @msections. Emergency generators were later
used to power some of the traffic signals, and mab#te congestion had cleared from the
downtown area by 6:30 p.m. Throughout the daymaalf, August 15, officials in Cleveland
urged motorists to limit their driving due to themfunctioning traffic signals. By Friday
afternoon, however, all but one percent of Clew#kiraffic signals were once again working.

Half of the 400-truck emergency fleet of the Clewel-area American Automobile Association
was rendered inoperable by the blackout, theiin-@omputers unable to receive the data
necessary to route the trucks to stranded motorigte availability of fuel was also an issue in
Cleveland in the hours immediately following thadXout, both for private motorists and for
public vehicles. Cleveland personnel were abkuaply fuel to public vehicles, including those
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of the Police and Fire Departments, within a fewrsaf the blackout by attaching backup
generators to its fuel pumps.

Without power to run equipment and without needediemials and other supplies, several
automobile-manufacturing plants in Cleveland ceagetations during the period of the
blackout. The closure of the plants had a sigafieffect on commuting and other travel
patterns in the Cleveland area in the days afeeblickout, allowing many people to remain at
home as the city gradually return to normalcy.

3.2.2. Transit

Following the blackout, Greater Cleveland RTA immagely lost power in portions of its
system, forcing passengers to exit light rail veds@nd walk along the tracks to the nearest
stations. Although Greater Cleveland RTA continteecetain power in portions of its system
throughout the period of the blackout, all serwiees halted due to interruptions in the flow of
power to the signal system. Those passengers \&h®avacuated from the light rail vehicles
were met by Greater Cleveland RTA buses and fowgehtirive vehicles, which had been
diverted from their normal routes in order to tyam$ stranded commuters. Although the
passenger evacuation was handled smoothly andlgum&ny of the diverted vehicles were
delayed in the downtown gridlock. Greater Clevdl&TA staff was also responsible for freeing
individuals from trapped elevators on their propert

In preparing for the Year 2000 (Y2K) and basedhartexperiences from September 11, transit
managers had developed a plan for the rapid estabdéint of an integrated operations center in
case of emergency. Certain identified individdalsew to report to the center in urgent
situations, allowing them to coordinate their resgactivities there. This center was set up
shortly after the loss of power on August 14 anigéebto direct the Greater Cleveland RTA
evacuation. In addition to freeing individualsrfr@levators and light rail vehicles, they used a
retired diesel locomotive to push some of its dsaltight rail vehicles into its rail yard. Greate
Cleveland RTA had approximately 40 light rail treimunning at the time of blackout. In
addition to assisting at the agency’s emergencyabip@s center, their Chief of Security
participated in the municipal-level emergency resaoto the blackout, working with other local
agency heads to coordinate and streamline all nsgpactivities.

During the blackout, Greater Cleveland RTA expearéehfailures within its communication
system until a backup diesel generator was condedteparticular, the repeaters used to
strengthen and extend the signals produced bygiecs's internal radio system failed during
the blackout, and not all were connected to badaypces of power. Furthermore, the loss of a
key radio tower in the far eastern section of Clave left the Greater Cleveland RTA without
its global positioning system (GPS) network. Tlyloout the blackout, transit employees were
able to use their mobile telephones and mobileosadi raditional telephone service also
worked, without break, during the blackout.

During the blackout, the agency continued to romtéd bus service, followed by a minimal
nighttime bus service. At 4:10 a.m. on the morroh§riday, August 15, power returned to the
rail yard, allowing Authority workers to begin theocess of restarting its operations. By 12:20
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p.m. on Friday, Greater Cleveland RTA staff wagdblrestore power to the light rail system.
The trains were working in time for Friday aftermawsh hour, although on a limited basis.

3.2.3. Waterways

Freight moving on the Cuyahoga River, which runsulgh the center of Cleveland, experienced
difficulties because some of the river drawbridgese stuck in the down position during the
blackout. A plan developed for Y2K directs thagemerator will be moved from bridge to

bridge in order to lift the bridges, but the Co@stard gave its permission to leave the bridges
down during the time of the blackout, provided Iheckout remained limited. During the period
that the bridges were down, river traffic did necbme exceptionally congested.

3.3 Post-Event

By Friday morning, only about 150,000 Clevelanddests remained without power, compared
to the 1.4 million without power on Thursday afteon.

Since the blackout, Cleveland-area agencies h&e®a @ planned actions:

Invest in additional backup power to support erfa@lities or additional equipment, such as
radio repeaters (although some agencies post-agsassments resulted in the decision not
to invest in costly generating capacity)

Hardwire additional equipment to a backup powetesys

Explore new locations for an EOC that is betterigoed with generating power

Assess public communications options

Consider citywide HAR

Consider consolidation of an EMC and a move tobaushan location

Explore additional communications options suchakular priority access and push-to-talk
service
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4. Findings

4.1 Advanced Preparations and Planning

Following the events of Y2K and September 11, 2@@iyanced emergency planning has
become crucial to the safe and effective manageonfahe transportation network. Emergency
preparation can include everything from the draftr an emergency response plan to the
stockpiling of certain emergency items to the resaaof particular crisis scenarios, all in the
service of planning and training for an actual egeacy. Advanced planning can greatly
increase the effectiveness of emergency respoleejray individuals and agencies to work
collaboratively and efficiently, in agreed-upona®| to address a crisis situation.

Have an emergency response plan

Several representatives of the agencies intervieited the importance of formalized
emergency response plans, plans that have beelopegieand practiced in advance of a real
emergency. In particular, emergency response plans valuable because they made it
possible for agency staff members to know thepaesibilities in an emergency and to easily
and quickly step into their assigned roles, withinimum of confusion and wasted time.
Furthermore, many communities and agencies maintaiti-agency plans, detailing the ways in
which multiple agencies will work together to comiate a response to a multitude of potential
emergencies.

Make plans that are specific and detail-oriented

Pre-event planning is important not only for estbhg broad-brush responses but also for
laying out the small details that make it posstbleveather a crisis. Staff at the Ambassador
Bridge of Detroit, for example, credited their adea Y2K preparations for encouraging them to
keep both backup generators and bottled water od &agall times. Likewise, the personnel at
the Greater Cleveland RTA pre-positioned chemigail Isticks, flashlights, and vests in their
various district garages so that they will be reiadyase of emergency.

Plan in concert with other agencies

Transportation agencies are interdependent, akingtogether to create an efficient
transportation network. As a result, emergencgarse planning will be most effective if done
in concert with the other agencies that make upribwork, allowing the various agencies to
work together smoothly during an emergency. TRkisrmds not only to transportation agencies,
but also to other, non-transportation agenciesluggbin the provision of transportation services.
For example, the Detroit-Windsor Truck Ferry stafhow working more closely with the U.S.
Customs Service officers to better plan for emetgenthat impact the crossing of freight
between Canada and the U.S.

Rehearse emergency response plans

Emergency response plans are only as good asdhparptions and support that go along with
them. Several interviewees emphasized the impoetahdrilling staff members in the details of
emergency response plans, of providing trainingemmburagement for emergency response
planning, and of practicing various emergency raspgcenarios.

19



Review emergency plans after an event

Emergencies can be used as learning experient®sing agencies to pinpoint their
vulnerabilities and better plan for future situagso For example, after the blackout, the Ohio
DOT staff reviewed the performance of its emerggriay during the event. To be most
effective, emergency response plans and their sporeding preparations should be continually
updated.

Consider the emergencies needs of both peoplegnpreent

During an emergency, people will need drinking wdi@od, portable toilets, flashlights, and
battery-powered radios. To address equipment n€dde Turnpike managers have put
extensive effort into planning for the continuecrgiion of its computer equipment in case of
emergency. They purchased backup battery suppllgsh last up to 10 hours, and generators
that can then recharge the batteries. The agemeyteas a redundant data center to which they
can shift full operations in less than 12 hours.

Insulate emergency response capacities from dism@nd compromise

Emergency response preparations are subject tewdradmergency may be at hand. One
interviewee experienced a loss of power in its g@ecy response facility — the facility was not
connected to a backup generator — rendering thiléydargely unusable. To be effective,
emergency response centers must not rely uponomeysource of power, emergency
telecommunications systems must have redundantyifauand emergency transportation
procedures must provide for sufficient stores el.fu

Plan for all types of emergencies—they can conmeany forms

Some agency staff members indicated that they taveloped a single emergency plan — often
based upon emergency response to a large stortharrratural disaster — without tailoring it

for other types of emergencies. There may be mouenap between types of emergency
responses. For example, several organizationsionexdtthat their snow emergency plans were
useful during the blackout. But it is valuablebt® prepared for the ways in which different
kinds of emergencies may vary. In the case obtaekout, Y2K preparations seemed more
useful than actions taken in response to SeptefribeiThe most common examples of Y2K
preparation included the purchase of generatorgtengreparation of backup plans should their
systems shut down at the start of 2000. While&wper 11 did affect how agencies thought
about security and communications issues, Y2K sddymanmore influential. Like many
agencies, the Ambassador Bridge and the DetroitdgdinTunnel managers purchased
generators in preparation for Y2K. Michigan DO@fteviewed their identification of key
locations for backup generator capability. The RQg@rsonnel doubled the number of
generators they had, from 10 to 20 in preparaorYRK. The greater the types of events
considered, the more likely an agency will be pregdor whatever happens.

4.2 Institutional Coordination

Just as emergency planning is vital to the manageofe transportation agency, so is
coordination with other agencies and institutiofisansportation officials can coordinate with
representatives of other, partner agencies — imgjdw enforcement, public utilities,
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emergency responders, public health officials, @hers — to prepare for emergencies, to handle
emergencies when they arise, and to evaluate enwrgesponse after the fact.

Conduct a collaborative post-incident review

Following any kind of emergency, it is vital thhetpartner agencies that worked together to
respond to the emergency find a way to review aaduate their performance and cooperation
during the emergency. Representatives of the D&rGanada Tunnel Corporation organized a
debriefing with staff members from the Ambassadaddge, U.S. and Canada Customs, and of
local law enforcement to discuss their performashaeng the blackout.

Practice cooperation during normal times

A general lack of cooperation — caused by inadegoc@mmunication, institutional competition,
or mutual distrust — will be exacerbated during eyaecies, making it particularly difficult for
agencies to work together during times of streskaaisis. One interviewee noted that its long-
standing rivalry with another agency made it almgiossible for the two to collaborate in even
a basic way, although their collaboration mightdaased congestion during the blackout
period.

Cooperate across agencies to share resources amgreent

Emergency equipment can be costly to purchasetanel nd agencies cannot always predict
what sorts of equipment they will need during areegancy. The establishment of mutual aid
agreements in advance of an emergency can makesitpe for agencies and communities to
share equipment as necessary and possible. Tpstheeduce the need for costly expenditures
and inefficient searches for equipment at the higighcrises. Oakland County, Michigan, staff
has developed these types of agreements with espiegves of its towns to share resources in
periods of crisis.

Establish emergency procedures that will be easledficient to implement

Some agencies reported encountering unexpectedotdssin the implementation of their
emergency procedures, particularly obstacles cethien multi-agency coordination. In one
case, officials from multiple agencies were reqilit@ give permission for the establishment of
an emergency response center, greatly slowing#siag. In others, established chains of
command among and between agencies proved to deecsome and inefficient, also reducing
response time. Multi-agency response requireplanening that will establish clear chains of
authority during emergencies.

Be aware of the importance of individual relationpsh

As important as official institutional emergencgpense plans and procedures are, the value of
individual relationships was cited over and oveaiagdy the interviewees. Relationships
established and nurtured during normal times cgrgpeat dividends during emergencies,
allowing individuals to efficiently and sometimegormally make contacts, accomplish tasks,
and speed emergency response. One intervieweaimaglthe ways in which his long-standing
relationships with local officials allowed him taigkly obtain information and make important
decisions during the blackout period.
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Utilize technology to enhance institutional cootion

Several agency representatives identified the dhakteroperability between the communication
systems of different agencies as a major obstadlger-agency coordination during the
blackout. Other interviewees discussed the impodaf having pre-established modes and
protocols of communication — telephone, fax, oeinet — for agencies to contact each other
during emergencies, with particular attention gaiénsuring redundancy in the systems.

Allow for a multi-agency response to any type oérg@ancy as a part of an emergency response
plan

Many communities and agencies maintain plans fakgesponse EOCs, in which multiple
agencies can come together to oversee and coadinargency response to a multitude of
potential emergencies. This sort of coordinatspaase, when properly managed, can allow for
an efficient and effective handling of a crisisiation. Representatives of several agencies in
Cuyahoga County in Ohio, for instance, establisheallti-agency response center in the early
period of the blackout.

Consider cross-border coordination

The blackout covered both Canada and the Unita@ssteequiring staff of agencies in the two
countries to cooperate on their response. Givein libng history of collaboration on a host of
border issues, agency contacts between the coumteee well established and generally
facilitated emergency response. Such cooperagian important part of emergency response
planning and drilling in any area that shares &erivational border.

4.3 Operating Decisions

Agencies may have to make a number of unusual tipgm@ecisions during an event, such as
how to fill staffing needs, how to best serve citnehts under the circumstances, and whether to
continue operations at all. Since emergencies éommeany different forms and may be difficult
to predict, agencies should be prepared to malek @uid accurate decisions as required during
the incident.

Prepare for emergencies in advance to make day@ftedecisions easier

Because the Ohio Turnpike was well prepared fanagp outage, managers were able to
oversee seamless conversion to backup power sysigimew decisions that deviated from
protocol. They decided in advance which functioosld continue, and which few would be
suspended until the power returned, such as thkés of restaurants in the service plazas.
Even for agencies that chose to shut down compgleddivanced planning made those choices
easier, such as the Detroit-Windsor Tunnel staffigt decision to close shortly after losing
power. In contrast, the RCOC staff encounteregthbspect of a countywide signal outage for
the first time during the blackout. They had tdkedecisions about which intersections were
most important to try to maintain with backup powed how to go about checking signals
throughout the county as power was restored. iBtaffas one issue that was particularly
difficult for several organizations that did notveaexplicit agreements with bus drivers or
maintenance crews, for examples, for what expectativould be during emergencies.
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Empower the relevant staff to make decisions armdtomunicate them

Within any organization, it should be clear whaighorized to make what kinds of decisions
under different circumstances, and how decisioasammunicated. Agencies should consider
the practicality of who the decision makers arer é&xample, the opening of an EOC in the
Detroit area required one person’s authorizatiod, that person happened to be on a plane when
the blackout hit. A lesson learned for EOC stadfwthat other people should be authorized to
open the EOC, when necessary. Depending on tlamiaagion, it may be useful to empower
many people in the agency to make independentidasisEducation, training, and drills may

help agency members make better decisions undsuahaircumstances.

4.4 Role of Advanced Technology

Technology can play a crucial supporting role ohirgy transportation decision makers during
times of crisis. It can help agency personneliabtdormation on which they can make better
decisions as events unfold. Advanced technologyallagencies to better coordinate responses
with other agencies. It also allows agencies tecband distribute real-time information so that
individuals can make decisions on when and howateet. As many staffs discovered during
the blackout, advanced technology is useless withmergency backup power. Many
interviewees spoke of their dependency on Inteandtelectronic-based information and the
realization that loss of power can critically afféeeir ability to function. The expanded use of
ITS has made power redundancy considerably moreritiat. Appendix B contains a summary
of the installed ITS technology within key transjadion agencies in the affected areas. The
summary describes ITS technology installed, whopligment maintained operations capability
during the blackout, and which equipment lost opena capability during the blackout. It also
provides a set of pre-event preparations that an@gmay have taken that allowed it to better
respond to the event as well as a set of lessansdd from the event.

Establish reliable backup power to maintain nord¥eb functions

The agencies that used advanced technologies dheriglackout had acquired independent
power sources to support their equipment. Marthe$e agencies, such as the Ambassador
Bridge and the Ohio Turnpike, depend on advancdthtdogies for revenue collection. The
Ambassador Bridge maintained transponder lanesarntswipes using generator power. The
Ohio Turnpike maintained scales and toll collecgéguipment as well as traffic volume
detection devices, all powered by backup generatbihe SMART dispatch center also
maintained all computer systems, including geograpifiormation systems (GIS) that
coordinate paratransit service and a website ugddaité transit information. Generators
provided power and a holdover dialup modem filledvhen the internet service provider (ISP)
connection was lost. However, some agencies asgdiloperating without their advanced
systems. For example, an online reservation syateiran advanced notification system for
freight cargo, which notifies Customs of approaghsargo in advance to help streamline
processing, was lost at one agency whose comphaerao power. Staff had to operate using
manual means.

Consider ITS functionality that could be particulauseful during an emergency

One official observed that equipment without backogver means that ITS data “go right in the
wastebasket, during a time when you could ultinyatsk it the most.” Some advanced
technology proved to be useful in managing thasrisor example, the Region 12 Ohio DOT’s
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incident management crews maintained radio comnatinits and GPS data while on the road.
Backup generators supported computers at the datarg helping to efficiently deploy the
crews. The trucks are also equipped with VMS wexie functional during the blackout. As
another example, Oakland County’'s EOC staff managem-line event tracking system that
many agencies shared during the blackout, alththeglevent pointed to the need for more
training using the software.

Interviewees also identified technologies that widuhve been useful during the blackout. When
Detroit area freeways flooded, operational camex@dd have helped the TMC personnel to
monitor the event and advise state police on wédsdurces were necessary to deploy. In
addition, functioning VMS would have helped the TM@erators warn motorists about the
incident. TMC staff also lamented the lost oppuitiuto record traffic volume data during what
was essentially a full evacuation of Detroit on lday. Several interviewees suggested that
route management supported by ITS might have helpedate traffic on Thursday evening,
such as identifying alternative routes for pasgagead from Canada. For example, the staff at
the Niagara International Transportation Technol@gwlition (NITTEC) have used their ITS to
re-route traffic between Niagara-area bridges seaa congestion or closure at one bridge.

Allocate ample resources for the restoration offtecasignals and other communications devices
A plan that prioritizes restoration activities, wewvailable staff resources and placing backup
generators where they are most needed, would as$iss process. Representatives of the
Michigan DOT and the RCOC mentioned the great armotitime involved in making sure that
when power was restored, signals were actually ingrgroperly. Rolling blackouts also caused
signals to be re-timed more than once.

4.5 Communications

The demand for accurate, timely information incesagramatically after an emergency. Often,
this increased demand comes at a time when thadkxdy needed to provide that information
is most compromised. Accurate information is neédaeagency officials to allow them to make
good decisions when allocating resources and gattiorities in responding to an emergency.
There is also a heightened interest by the publi&arge in gathering information about the
emergency to be able to make decisions that miggnige their daily routine. While good
communications depends upon a human response ® timaklecisions, it is important to have
the proper technology to disseminate the inforrmatiGommunications has both this personal
and technical aspect to it. It is important focid®ns made by officials to be clearly and
quickly disseminated within an agency and to theegal public. The press plays a crucial role
in this dissemination of information. The blackbighlighted the need for emergency plans,
both internal and external, that will address astabphic failure of routine communications.

Loss of communications capability was the singlstroonsistent finding involving most of the
Great Lakes agencies

Initially, it was the complete lack of informati@out the scope of what had actually happened.
As blackouts of short duration are common in bothDetroit and Cleveland areas, the
magnitude of the event went unrecognized for same.t That immediate lack of information
was one reason everyone persisted in trying teeleawk and get home, without realizing that

all traffic signals were blackened, and gridlocksvgare to ensue.
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During the blackout, Greater Cleveland RTA stafiexenced failures within its communication
system until a backup diesel generator was contiedteparticular, the repeaters used to
strengthen and extend the signals produced bytemal radio system that were not connected
to backup sources of power failed during the blatko

For some agencies, such as the Michigan DOT, itth@gability to contact field people on any
reliable basis. The RCOC’s FAST-TRAC system wewia, as did the MITS Center at the
Michigan DOT. SMART supervisors, unable to contheir regular bus drivers because their
radio system failed, had to cancel Friday’s regs@awice and run only emergency, medically
related paratransit trips. For some other agenalethe phones were down, and the backup
radio system was not working. In some instandes,dondition lasted for just a few hours;
others were plagued throughout the full lengthhefblackout.

The lack of interoperability between the communarasystems of different agencies was a
major obstacle to inter-agency cooperation durmggtiiackout. Agency representatives
discussed the importance of having pre-establisi@dies and protocols of communication —
telephone, fax, or Internet — for agencies to adrgach other during emergencies, with
particular attention paid to ensuring redundanapose systems. In Cleveland, there is an
effective 800 MHz system, but it is not interopdeabith the suburban counterparts.

At the Ambassador Bridge, cell phones and two-wayeps connect all managers and
supervisors. They lost communication with theitipar agencies, and the availability of their
cell phones was intermittent. Although the two-waglios continued to operate, a repeater went
out immediately, and staff could not communicatthv@anadian Customs. Use of cell phones
allowed them better communication, although it &&® spotty. Trucks going back and forth
also allowed them to pass messages across eitleeofsine border. The Detroit—Windsor Truck
Ferry staff, while in radio communication with Caren Customs, lost the ability to transmit
information through their advanced notification aedervation system that normally facilitates
the movement of cargo across the border.

Maintain reliance on “old technology,” such as th@ain old telephone system” (POTS) and
portable radios

Low-tech options are sometimes more reliable. earcfinding is that the more options the
better. While many worked at certain times — famail, cell phone, pagers/text-messaging,
short-wave radio — all of them worked sporadicalBne consideration is whether in-house
POTS can operate without local power. Some agsriiciend that text messaging was
particularly effective for maintaining a communicais link between the central office and
maintenance people in the field. One of the proklevith the blackout was that people did not
have access to radio and TV. Only people withelpgtbperated radios in their homes were able
to access any information. There are two optigsdconsidered in Cleveland as a potential
solution to how to get the public information imes of emergencies. Reverse 911®), an
automated telephone emergency broadcast systéne, fisst option. The second is a citywide
or countywide HAR in the Cleveland area.
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Communicating with the public was often misleadingroblematic

The blackout occurred in the midst of the majorstarction season. The use of VMS by
Michigan DOT crews and contractors before the ldatloccurred was to broadcast
construction-related lane-closure information. Whe power came back on, the signs
displayed messages based on pre-blackout assusptoireported inaccurate lane closures. In
the future one transit provider is going to budgetpurchasing commercial airtime for
emergency announcements, as the public servicauanements were not sufficiently
informational.

Communications throughout the Great Lakes regios wealy scattered. The Detroit—Windsor
Tunnel used cell phones to call radio and TV stettito get the information out to the public
regarding both the initial closure of the tunneid @ahen its re-opening. In some instances, tunnel
staff had to physically go to the radio stationfhwunnel information because some stations
were without phone service.

Explore the option of joining the Government Emanyel elecommunications Service and
Wireless Priority Service

Emergency situations typically generate significdemand for telephone services, often
overwhelming the capacity available within the oa#ll telecommunications network. The
Government Emergency Telecommunications Servicel & Bnd the Wireless Priority Service
(WPS) are two government sponsored priority comigations systems that provide pre-
approved users with priority routing of landlineEGS) and wireless (WPS) calls during times
of emergency and crisis, even during periods ok gemand.

GETS and WPS are available to federal, state, @a government agencies, as well as to
private companies and organizations, with respditgifior national security or emergency
preparedness. Users are given ranked prioriteessedon the importance of their role in national
security. Transportation agencies are grantedeael-priority within GETS and WPS, as are
other public utility agencies.

GETS was not heavily used during the period ofitlaekout, experiencing only 1,800 calls.

This may be attributed to the inability to acce$STS through wireless technology, or perhaps to
electrical outages impacting crucial GETS equipmébre information on GETS can be
obtained ahttp://gets.ncs.gov/

4.6 Redundancy and Resiliency of Systems

Redundancy, having backup systems in place intbasgrimary system fails, is crucial to the
day-to-day management and operations of a systdra.need for redundancy is even more
important during a crisis. While for some agentiesblackout demonstrated the importance of
backup power sources, there are numerous typegugdraent and processes that need
redundancy, depending on each agency’s needs angpoih of event.

Have backup power

Alternative power sources are essential for angtionality that an organization would like to
maintain throughout the extent of an event. Aespntative from NITTEC suggested, “Have as
much backup as you can.” He explained that hagergerators for the signal system is a key in
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managing traffic flow since there is only so mucii gan do with field elements. NITTEC
member agencies are equipped with backup generatadshey have a system for mobilizing
the deployment of these generators to priorityrg@etions in case of an outage.

Test and maintain backup systems

Backup systems are only reliable during an emengirioey are tested frequently and regularly
maintained. A number of agencies interviewed Inadsted in generators, but found that they
malfunctioned, required repairs, or even caugHhirerwhen called upon for extended use during
the blackout. Other agencies reported switchinggpitkup power, simulating a load on their
backup system on a weekly or monthly basis forat24-hour stints, and scheduling routine
preventative maintenance. Testing during regysarations will reduce the likelihood of
encountering unforeseen omissions during an aeueait.

Connect backup power to the right systems

During the course of the blackout, many agencissaodiered systems that were necessary
aspects of partial operations had not been comhéatihe backup power supply. Some of these
included HVAC systems that are essential for cgpiomputer equipment in hot weather, radio
signal repeaters, and fueling sites - especiallydafgenerators are expected to run on fuel
extracted at the fueling site.

Maintain a variety of old and advanced communiaagioptions

During the blackout, many types of communicatiomseremployed and the extent of their
availability varied considerably. One respondeplaixed, “Nothing worked all the time.”
Organizations reported using a little of everythimgluding telephones, fax, email, cell phones,
pagers, text messaging, short-wave radio, andttatacse contact. Sometimes the low-tech
options were the most reliable. A Federal Highwayninistration staff member explained,
“With TV, phones, and cell phones either not wogkar extremely busy, it seemed that good
radio communication was critical.” Several intemwees learned the lesson that even though
landline telephone services were working, high-fglcbne systems with no backup power
rendered them useless.

Assess the needs of an extended loss of the praysigm versus a temporary interruption
Agencies should consider the prospect of extendéabes as well as short interruptions in
power. Some agencies wished they had been mqguangfor an extended outage,
encountering the limits of their battery supplies @iscovering that equipment such as HVAC
and fuel pumps became important as the blackoutreaed. Others noted the value of more
functionality during the first few hours only. Fexample, having just enough backup to sustain
the signals that would regulate traffic flow thréwughursday’s rush hour would have been very
valuable to the RCOC and other signal operatotisarDetroit area. For traffic signal
equipment, sustainability of backup generating pas/@ relevant consideration when
purchasing new equipment. The lower power requergmof LED display means they can be
powered by smaller, cheaper, easier-to-install iggois.

Be cautious when relying on neighboring agencias @mntractors for redundancy
Agencies sometimes form agreements with neighb@gancies to assist each other in case of
an emergency in either’s jurisdiction. Some mayp axecute contracts in advance for labor or
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supplies that might arise in unusual circumstanées.example, rather than purchasing
generators, one organization has a contract witla construction company to provide
generators in case of power failure at one ofatdlifies. While in many circumstances these
strategies are cost effective, if an event sudhadlackout covers a wide geographic area,
parties that have agreed to assist may be unalie $o because they need to address their own
set of problems or are spread too thin. Duringalaekout, for example, some transportation
agencies that contract out for backup power hagbtavithout in deference to needs at hospitals
or other essential agencies.

Locate redundant facilities remotely

The blackout was an extremely widespread everdases like this, redundant facilities are less
likely to be affected by the same events as theay operations site the farther away they are
located.

Consider the failure of even quadruple redundancy

The blackout showed that it was possible evendenaies that draw from four separate power
grids to lose power. A resilient agency shoulagdtar losing functionality even of redundant
systems. For the Detroit—-Windsor Tunnel, this nhel@elaring a tunnel emergency and shutting
down the facility. For other agencies, it may mdeawing up a “no communications” plan for
what to do if all communications fail.

Adopt a mindset of resiliency

Many of the agencies with reliable backup power tyadl aimed to maintain operations
regardless of the situation depend on electronigpegent for revenue collection. For example,
the Ohio Turnpike stepped up their backup systemesponse to an external audit conducted
annually for their bondholders. Moreover, manageisther organizations clarified that
resiliency was simply part of their organizationalture. One representative explained, “We're
not going to be caught flat-footed. Customersralgng on us.”
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5. Conclusion

Widespread emergencies test the people, procecgumeégquipment established to manage them
in different ways. While emergencies share cesamilar characteristics, each is unique, and
from each, new insight is gained into how to prepatan, and prioritize. The past five years
have seen three large emergency preparation aponss efforts — for Y2K, September 11,
2001, and the 2003 blackout — and the experieneadi is adding to a growing base of
knowledge on emergency response and planning. sEison presents a set of conclusions for
emergency planning and response based on the revigws Great Lakes Region as well as the
companion review of the New York-New Jersey-ConicatiMetropolitan Area.

Advanced Preparations and Planning

The experiences of Y2K and September 11 encounagey agencies to draft or revise their
emergency response plans-plans that proved invalaalthe day of the blackout. No matter
how smoothly an agency may usually operate, efftad coordinated action during a crisis
requires advanced planning and rehearsal. Emergdsucning provides agencies with many
advantages during a crisis including pre-determnoégs, clear and understandable chains of
command, availability and readiness of appropsatgplies, and advance identification and
rectification of weaknesses in the emergency respoiiood advanced planning should include
not only planning for the immediate period of aiw; but for recovery and restoration
afterwards.

The accumulation and storage of necessary suppleéeparticularly important element of
advanced planning, and one that was crucial duhadhours of the blackout. The process of
advanced planning requires agencies to thoroughigw the resources on which it depends for
its operation, and to prepare for the possibilithaving to do without these resources during a
period of crisis. Emergency supplies can range fiiee small — including flashlights and
glowsticks — to large — emergency generators. chffe planning includes developing an
inventory of available emergency resources, aaggiginy missing elements, and prioritizing the
use of limited resources during an emergency. iikie near impossibility of stockpiling
sufficiently for every possible emergency, agensigsuld develop a strategy for the use of
precious resources during a crisis and, when ples$dr sharing with other agencies and
jurisdictions.

A further advantage of effective advanced prepamat the development of plans for the
communication of information, within an agency,witther agencies, with the public, with the
media, and with elected officials. The importan€accurate, frequent, and calming
communication can be forgotten in the height ofisis; as emergency responders focus on
managing the immediate demands of the situatioomr@unication is vital and can facilitate the
resolution of the crisis by encouraging coopera#ind discouraging panic. Advanced planning
should include communication strategies and thatione of relationships with the media and
other important avenues of information dissemimatio

Lastly, all emergency response planning shoulcehearsed, drilled, and reviewed on a frequent
basis. Several interviewees for this case studyneented that their agencies had prepared
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emergency plans and, more importantly, had pratticem, greatly increasing their
effectiveness. Different emergency scenarios shbelstaged — either through table-top
exercises or through in-field exercises — and nedeel allowing emergency response to be
evaluated and perfected. Emergency drills areatsonportant way for different agencies to
work together in advance of a real emergency, andentify any preparations that — while
sensible on paper — seem unrealistic or unnecessprgctice.

The development of comprehensive plans requires éind effort and the dedication of
resources, all for something that may never be.uBed, should the need arise, the benefits of
having prepared in advance will dramatically inseethe chances that an emergency can be
managed with a minimum of panic, disruption, arsslo

Agency Coordination

Cooperation between agencies and organizationtals® successful emergency response,
allowing multiple agencies — sometimes coveringtipld jurisdictions — to contribute their
strengths and skills during a crisis. Without agyecooperation, emergency response can
become fractured, with agencies unsure of howlate¢o each other or how to jointly

participate in a response and recovery operatBased on the research for this case study, it
seems that coordination between agencies duringgemees can exist on two levels: that of the
institution and that of the individual. Many integwees identified the importance of formal
multi-agency cooperation during the blackout, bansnalso identified informal personal
relationships as the most efficient and effectia/wo accomplish much-needed tasks. Both are
discussed here.

As part of advanced emergency planning, agencmsdtestablish formal cooperative
arrangements with appropriate partner agenciesethgencies with which they would need to
work in an emergency. These arrangements shoegdlgldelineate the roles and
responsibilities of each agency during an emerggremhaps indicating that roles will shift as
the emergency response moves from one phase t@xthe Of particular importance, partner
agencies should establish and agree to the usatfylar chains of command during a crisis —
most likely different from standard chains of conmaia in which it is clear how authority will
be distributed and exercised throughout the duraifcan emergency.

The role of personal relationships is harder tongjiabut of equal importance during a crisis. It
is vital for any individual who will be involved Wi emergency response to be acquainted with
his or her appropriate counterpart at partner agento be able to easily pick up the telephone
and place a call to the correct person to requsssstance or coordinate response, and to be
known and respected by his or her peers in othemags. All of these elements will combine to
make it possible for individuals to cooperate, ehddf of their agencies, for more effective
emergency response.

Lastly, it is important to cast as wide a net assgae in developing coordination strategies.
Many crises are local — a major fire, for instararethe break of a water main — but some are
regional, with effects felt over a large geograprea. In such a circumstance, as in the
blackout, agencies that do not cooperate underalaintumstances suddenly need to work
together to manage the situation. The midst afraargency is not the time to be establishing
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relationships and developing a multi-agency undedihg of roles, responsibilities, and
priorities. Whenever possible, work these elementsn advance.

The Role of Advanced Technology

Technology plays a crucial supporting role in agdiransportation decision-makers during times
of crisis. It helps agency personnel make bettEarmed decisions as events unfold and allows
them to better coordinate responses with otheragen It also allows agencies to both collect
and distribute real-time information to people Isattthey can make individual travel decisions.
As many agencies discovered during the blackowtrckd technology is useless without
emergency backup power.

The need for the Internet and the use of electrbaged information has been closely woven

into day to-day operations at many transportatgemnaies. The blackout showed these agencies
that loss of power could critically affect theirilély to function. Additionally, ITS equipment
often requires power at both the control centeriartile field: As many agencies found out, it is
not sufficient to have backup power only at thetoarcenter. Backing up field equipment can

be more difficult and expensive, but some ageraiesxploring that as “a cost of doing
business.”

For other types of technology, including traffigisal equipment, sustainability using backup
power is an important consideration. Agency stsifiisuld consider the power needs of
equipment during the purchasing process and shavaldde for backup power whenever
feasible. Furthermore, agency managers shouldcalssider the restoration needs of the
equipment in which they invest. The retiming officasignals, for instance, is a time-consuming
and laborious process. Equipment that is capdldetomated restoration can greatly reduce the
burden of recovering from a crisis and can freéviddals to attend to other, non-automated
tasks. For those restoration tasks that requineaimuaction, the development of a plan that
prioritizes restoration activities and places afa# staff where they are most needed will be of
assistance.

Sustainability in a crisis is of particular imparte for VMS and other types of technology that
can communicate information to the public. Durimges of emergency, such equipment
becomes a vital source of reassurance and ingrufcr the traveling public, communicating
information about the crisis and recommendationsdates and modes of transportation.

Communications

The ability to communicate, internally and extelyyak the most critical technological capability
required in an emergency. When a crisis occuss,cdammunication among all departments of
an agency is crucial to stem anxiety, transmitutdions, and begin the process of response and
recovery. Reliable communications technology igaarly important for transportation
agencies, in which many employees may be workirtgerfield, driving vehicles, or otherwise
away from the central offices of the agency. Rearthose individuals with accurate

information about a crisis allows them to take wehat action is necessary to protect themselves,
their equipment, and the traveling public.
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As with more general emergency planning, agendissthould prepare and drill specifically for
the failure of communications equipment. Someruigsvees for this case study indicated their
surprise that certain elements of their commurocatinetworks failed during the blackout,
where extensive pre-emergency planning would likelye revealed the weaknesses that led to
the failure. Furthermore, advanced planning cawige an opportunity to train employees to
perform their responsibilities in an emergency withtheir standard communications
equipment, including establishing communicatiorecpdures for times of reduced capacity.

To ensure that communications equipment has thtechaace of operating in a crisis, agencies
should maintain a mixture of communications techgy| particularly a mixture of old and new
technologies. In the case of the blackout, mamyeigs found that their landline telephones
operated with minimal interruption, while the neweechnologies of cell phones and two-ways
were less reliable. Agencies should also do wiet tan to try to insulate their communications
equipment from failure by installing backup poweurces — generators or batteries — where
appropriate.

Redundancy and Resiliency

The level of appropriate redundancy — for experegsgiipment, vehicles, and technology — will
vary by agency. For all agencies, the concepeaddimdancy is continually being re-evaluated,
based on the results of emergency response traanidghe experiences of actual emergencies.
Some large-scale emergencies, like the blackoutekiery may always exceed the amount of
available redundancy. Therefore, given financml ather constraints, managers must assume
the most likely types of potential emergencies wplamning for redundancy.

In planning for an appropriate level of redundarugytain strategic decisions can be made that
will help to increase the value of planned redurglarFrom the experience of the blackout, it is
clear that a source of backup power is the mosbrtapt investment an agency can make.
Backup power is crucial because most other systemsluding communications, life-safety,
and security systems — will operate so long as gemey power is available and sufficient.
Without it, every other system will somehow havdéore-created or worked around, leaving
agencies hobbled in many areas. Backup powerssunast be tested and maintained,
however, and must be connected to the appropsyateras. During the blackout, some agencies
discovered that crucial operating systems wereoohected to backup generators or batteries.
In addition, an agency needs to explore the opmifdraving off-site backup facilities. During an
emergency that somehow incapacitated the headegidtie off-site facility may be able to
continue functioning.

Beyond backup power sources, agency managers onstler other important areas for the
inclusion of redundancy. Based on the particulessian of an agency — to transport passengers,
distribute transportation information, or oversadrdernational freight route — different

elements will require redundancy. Whatever thdsments may be, agencies should use the
process of emergency response planning to categanid prioritize their needs for redundancy
and begin to accumulate the necessary equipmergx@itise to ensure that all vital systems
would have some type of backup in an emergency.
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To manage localized emergencies, agencies shongidew establishing mutual-aid agreements
with partner agencies and neighboring communiti&sch agreements make it possible for
proximate communities to share resources and egpeltiring times of crisis, thereby reducing
the amount of investment in redundancy that anyocomemunity needs to make. This strategy
has its limitations, however, as was seen duriegotackout; regional crises make it very
difficult for communities to pool resources.

Lastly, agencies should prepare for the possililitst long-term loss of power or other basic
resources, a loss that will outlive the availapitit backup power. Intense planning is required
for such situations, in which agencies would haviearn to execute their responsibilities over
an extended period with reduced resources and raingohnology. The demands of such a
potentiality again underscore the need for advaptathing as the key to weathering a crisis
with a minimum of disruption and loss.
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Append

Thursday,
12:05 p.m.

1:14 p.m.
1:31 p.m.
2:02 p.m.
3:05 p.m.
3:32 p.m.
3:41 p.m.
3:45 p.m.

4:06 p.m.

4:08 p.m.

4:09 p.m.

4:10:38 p.m.

4:10:40 p.m.
4:10:44 p.m.

ix A: Detailed Chronology
August 14, 2003

Generators shut down at the AmericaotidePower plant in Conesville, Ohio.
CBSnews.copwww.cbsnews.com/htdocs/blackout/

Generators shut down at DTE Energy'si@veed power plant, north of Detroit.
CBSnews.copwww.cbsnews.com/htdocs/blackout/

Generators shut down at FirstEnergy Gatmn’'s Eastlake power plant in northern Ohiopnglohe
southern shore of Lake Erie.

CBSnews.copwww.chsnews.com/htdocs/blackout/
Www.energy.gov

Due to a nearby brush fire, DPL’s Stédlanta transmission line, which supplies powettte area
south of Columbus, goes out of service.
Shaw Power Technologies, Inc.

FirstEnergy's Harding-Chamberlain linening from eastern Ohio to northern Ohio, goesobut
service.
CBSnews.conwww.cbsnews.com/htdocs/blackout/

Extra power traveling through FirstEn&dyanna-Juniper line, which runs from eastern @hio
northern Ohio, overheats the wires, causing thesagpinto a tree, short-circuit, and fail.
CBSnews.conwww.cbsnews.com/htdocs/blackout/

An overload on FirstEnergy's Star-SowhtGn line, which runs from eastern Ohio to nomh@hio,
trips a breaker at the Star switching station, wlgrstEnergy's grid connects with a neighboririd gr
owned by American Electric Power.

CBSnews.conwww.cbhsnews.com/htdocs/blackout/

FirstEnergy’s Canton Central-Tidd lindjet runs from eastern Ohio to northern Ohio, disezts
and reconnects 58 seconds later.

FirstEnergy's Sammis-Star line, locatedartheast Ohio, disconnects.
CBSnews.copwww.chsnews.com/htdocs/blackout/

American Electric Power's Galion-Ohio a&AMuskingum and East Lima-Fostoria Central
transmission lines disconnect, blocking the flowpotWer from southern and western Ohio into
northern Ohio and eastern Michigan.

CBSnews.conwww.cbsnews.com/htdocs/blackout/

Kinder Morgan's generating unit in Ceritfchigan is interrupted.
CBSnews.copwww.chsnews.com/htdocs/blackout/

The Perry-Ashtablua-Erie West transioisline trips, severing the path into northernddftom
Pennsylvania.
Www.energy.gov

Four transmission lines — Homer Citgt#¥cure Road, Homer City-Stolle Road, South Ripley
Dunkirk, East Towanda-Hillside — disconnect betwBemnsylvania and New York.
www.energy.gov
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4:10:41 p.m.

4:10:42 p.m.

4:10:45 p.m.

4:10:46 p.m.

4:10:55 p.m.

4:10:50 p.m.
4:11:57 p.m.

4:10 p.m.

4:11 p.m.

4:11 p.m.

4:11 p.m.

4:11 p.m.

After
4:11 p.m.

After
4:11 p.m.

After
4:11 p.m.

4:13 p.m.

The Beaver-Davis Besse line, whichneats the Cleveland and Toledo areas, disconreatsng
Cleveland isolated from the Eastern InterconnectiCleveland loses power.
Www.energy.gov

Transmission paths disconnect betweethern Ohio and New Jersey, isolating the noghpartion
of the Eastern Interconnection. The Eastern Intarection is now effectively split in half, with
northern New Jersey, New York City and portion®Nefv York state, New England, the Maritime
provinces, eastern Michigan, the majority of Omtaand Quebec all to the north of the dividing line
The areas south of this line remain unaffectechiyblackout.
www.energy.gov

The New York power system splits @a&stt. New England, expect for southwestern Comnect
and the Maritimes separate from New York and reroperational.
WWW.energy.gov

The Ontario system just west of Niadaalls and St. Lawrence separates from New York.
Southwestern Connecticut separates from New Y odkgmes dark.
www.energy.gov

Power fails on the PATH transit systemnzating New York and New Jersey. Power to theaig
system, third rail system, fare collection equipmstation lighting, and tunnel lighting is lost.
PATH presentation at 2003 APTA Annual Meeting

New York City Transit subway operatiorage as the system loses electrical power. Adb#il3
trains with approximately 400,000 customers argeirvice and are affected by the blackout.
NYC Transit

INFORM, the transportation managementszeserving Long Island, loses connection to itset-
circuit cameras and signalized intersections.
INFORM

Most of Ontario blacks out and the retingitransmission lines between Ontario and eastern
Michigan fail.
CBSnews.conwww.cbsnews.com/htdocs/blackout/

New Jersey Transit loses power in postinfits service area.
Volpe Center notes

300,000 users suddenly disconnect frorarfaa Online.
Washington Pos%.15.03, C. Mayer, page A08

Lines begin to develop at pay phonesaw Nork City, as the cellular phone network becomes
overwhelmed by the unexpected volume of calls aabes to function.
Washington Pos®.15.03, C. Haughnery, page A10

The 11,000 signalized intersections imwNerk City lose power.
Enhancing New York City’s Emergency Preparednedeport to Mayor Michael R. Bloomberg

The cascading sequence is essentiallpleten with the blackout stretching from easterchiian
and southeast Canada to New York state, New Jaandyparts of New England. 3,700 square miles
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are in the dark. One area remains in operatiostlynm western New York. This service was
maintained by generating stations south of Lakeafdmtand formed the basis for the restoration of
power.

CBSnews.comwww.cbsnews.com/htdocs/blackout/

4:15 p.m. The lights go out in the Office of Emerge Management of the Port Authority of New Yorldan
New Jersey (PANYNJ)
PANYNJ Situation Status Report

4:15 p.m. The tunnel between Detroit and Windsata@o closes.
Volpe Center notes

4:15 p.m. The SMART transit system in Detroit lopesver.
Volpe Center notes

4:20 p.m. The emergency power system at New Yaikl§ International Airport switches on.
New York Daily New8.15.03, J. Lemire

4:20 p.m. NYC Transit determines that power wilt he restored quickly and begins evacuation proeedior
its subway system.
NYC Transit

4:30 p.m. The PATH transit system ceases effortegtore power and a full evacuation of all trang stations
is ordered.
PATH presentation at 2003 APTA Annual Meeting

4:40 p.m. Two plumes of black smoke are visiblelenNew York City skyline.
PANYNJ Situation Status Report

4:54 p.m. Federal officials rule out terrorism asaase of the blackout.
NewsweekMSNBC 8.25.03, M. Hirsch

5:00 p.m. Four of Cleveland’s water pumping stagiand their backup systems — used to pump and clean
drinking water from Lake Erie — lose power and.fail
The Cleveland Plain Deale3.16.03

As of

5:00 p.m. PATH, New Jersey Transit, New York Citpway, Metro-North Railroad, and Long Island Rail
Road — all serving the greater New York area -oateof operation. New Jersey Transit and New
York City buses are running with delays, and the Rathority Bus Terminal is closed.
TransconmB.14.03

As of

5:00 p.m. The eastbound lane of the Lincoln Tuimelosed. The Holland Tunnel is open and the @siee
Midtown and Brooklyn Battery Tunnels are open foreegency vehicles only. The George
Washington, Verrazano, Triboro, Bayonne, Outertgi@gossing, Goethals, and Tappan Zee Bridges
are open. The Manhattan-bound Brooklyn, Williamighand Manhattan Bridges are closed.
TransconB.14.03

As of

5:00 p.m. The New Jersey Turnpike and the Gardate $tarkway are both open and tolls are waivedialue
the lack of power.
TransconB.14.03
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Just after
5:00 p.m.

Just after
5:00 p.m.

5:20 p.m.

5:45 p.m.

6:00 p.m.

6:10 p.m.

6:12 p.m.

6:15 p.m.

6:30 p.m.

6:32 p.m.

6:42 p.m.

6:54 p.m.

7:00 p.m.

7:00 p.m.

By 7:00 p.m.

The U.S. Department of Homeland Secuniipilizes several emergency response teams t&t assi
with telecommunications and other needs in arepadted by the blackout.
NewsweekMSNBC 8.25.03, M. Hirsch

North American Aerospace Defense Comnidi@RAD) orders two F-16 airplanes from Tyndall
Air Force Base in Florida to patrol the East Coast.
NewsweekMSNBC 8.25.03, M. Hirsch

All operations cease at the New York kerTerminal of PANYNJ.
PANYNJ Event Log

Mayor Bloomberg of New York gives a presaference, describing the blackout as an
“inconvenience rather than a crisis.”
Washington Pos%.15.03, B. Gellman, page A01

Power begins to return in Toledo.
Washington Pos3.15.03, M. Weil, page A01

Trucks are exiting normally at the Newsdg Marine Terminal of PANYNJ and roadblocks are
established to prohibit additional trucks from einig.
PANYNJ Event Log

PANYNJ staff work to stages buses outidePort Authority Bus Terminal in order to traodp
commuters out of midtown Manhattan.
PANYNJ Situation Status Report

Operations cease at the Howland Hookiarerminal and the Red Hook Marine Terminal, kadth
PANYNJ.
PANYNJ Event Log

All PATH trains are successfully evacdate
PATH presentation at 2003 APTA Annual Meeting

All railroad crossing lights are operatibat the Port Newark Marine Terminal. The Caasard is
not restricting inbound ships.
PANYNJ Event Log

The George Washington Bridge Bus Stationpper Manhattan, is evacuated and secured.
PANYNJ Event Log

The George Washington Bridge is operatirgpth directions.
PANYNJ Situation Status Report

New Jersey Governor James McGreeveymschastate of emergency.
PANYNJ Event Log

Mayor Jane Campbell of Cleveland rece@veall from the White House to assure her that th
blackout does not appear to be related to terrorism
The Cleveland Plain Dealé.16.03

New York LaGuardia, JFK Internatioreaid Newark Liberty International Airports resurimailed
operations.
cnn.coms.14.03
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7:09 p.m.

7:16 p.m.

7:52 p.m.

8:00 p.m.

8:00 p.m.

By 8:00 p.m.

8:12 p.m.

8:23 p.m.

8:28 p.m.

8:30 p.m.

8:38 p.m.

8:44 p.m.

8:45 p.m.

8:45 p.m.

As of
8:45 p.m.

The evacuation of the NYC Transit subgigstem is complete. Three minor injuries are regubrt
system-wide.
NYC Transit

Power is restored to the central termandewark Liberty International Airport.
PANYNJ Situation Status Report

New York LaGuardia, JFK Internationald &tewark Liberty International Airports institutsrfow
plans,” in which they prepare for stranded passengespend the night in the airports.
PANYNJ Situation Status Report

A few Amtrak trains move through PenntiSte using power from the New Jersey grid.
Washington Pos®.15.03, D. Phillips, page A08

Orange County, New Jersey imposes awurfe
Washington Pos%.15.03, B. Gellman, page A01

Partial power is restored on the PASkstem, as well as full traction.
PATH presentation at 2003 APTA Annual Meeting

New York Governor George Pataki declarstate of emergency.
PANYNJ Situation Status Report

Power is restored in some parts of Boffal
msnbc.con8.14.03

Power is partially restored in New Ya#kth the boroughs of Queens and the Bronx the tirgibome
back on-line.
msnbc.con8.14.03

Power is restored at the Port Newark &pet Terminal.
Shipping New$.18.03

The Marine Terminals at Port Elizabetth Blewark are accepting ships and allowing shipfetzart.
PANYNJ Event Log

New York LaGuardia, JFK Internationald atewark Liberty International Airports agree ta@ept
some flights throughout the night.
PANYNJ Situation Status Report

Mayor Jane Campbell of Cleveland reguastl receives a declaration of a state of emeydenm
Governor Bob Taft of Ohio.
Cleveland Plain Deale8.16.03

Power is restored in most areas of Pévarsg affected by the blackout.
CBSnews.corf.15.03

PATH, New York City subway, Metro-NortlaiRoad, and Long Island Rail Road rail servicesl—
serving the greater New York area — are out of ajmr. New Jersey Transit rail service is running
very limited service. New Jersey Transit and NewkyCity buses are running with delays, and the
Port Authority Bus Terminal remains closed, butseagiers can be picked up outside the station and
taken to a staging area at the Meadowlands Sportgp{@x for transportation to areas around the
region.

TransconB.14.03

39



As of

8:45 p.m. The eastbound lane of the Lincoln Tuimmelosed. The Holland Tunnel and the Queens Midto
Tunnel are both open, and Brooklyn Battery Tuns&lpen with suspended tolls. The Henry Hudson,
Throgs Neck, Bronx Whitestone, George Washingtarrazano, Triboro, Bayonne, Outerbridge
Crossing, Goethals, and Tappan Zee Bridges are gpare with suspended tolls. The Verrazano
Bridge is operating without lights. The Manhattaomind Brooklyn, Williamsburg, 59th Street, and
Manhattan Bridges are open to emergency vehicllgs on
TransconmB.14.03

As of
8:45 p.m. The New York State Thruway is open withnaident.
TransconB.14.03

Evening New York Waterway, which operates privatieyf service in New York City, carries 170,000 pleop
during the afternoon and evening, 140,000 peopleriwn on a typical day.
Enhancing New York City’s Emergency Preparednedeport to Mayor Michael R. Bloomberg

9:00 p.m. NBC airs a videotaped message from R¥esBlush, who reiterates that terrorism was neicof in
the blackout.
msnbc.con8.14.03

9:00 p.m. The Cyber Division of the FBI announdest tomputer hacking does not appear to have played
part in the blackout.
msnbc.con8.14.03

9:30 p.m. Amtrak restores limited service in thestate area of New York, New Jersey, and Conneictic
wnbc.conB.14.2003

9:30 p.m. Municipal officials in Cleveland imposewarfew for anyone under the age of 18.
msnbc.con8.14.03

9:30 p.m. Mayor Bloomberg of New York holds a preseference, and urges residents to take care of
themselves and their neighbors. Mayor Bloombesg ahnounces that all of the New York City
subways have been evacuated safely, as have ntbst efevators in the city. He estimates that
approximately 10 to 15 percent of the power in Néwk City has been restored, and that the
majority will be operational by 1:00 am EST.
msnbc.con8.14.03

9:30 p.m. Power returns to portions of Long Island.
cnn.coms.14.03

9:34 p.m. The emergency power system at New Yof&uaadia Airport fails.
New York Daily New8.15.03, J. Lemire

9:45 p.m. PATH service is restored between JouBgakre and 33rd Street.
PATH presentation at 2003 APTA Annual Meeting

9:45 p.m. TRANSCOM, the collaborative transportatiperations center serving the New York region,
experiences a generator fire. The facility is exded.
PANYNJ Situation Status Report

By 9:45 p.m. Power has been restored to 650,000mess in New Jersey, leaving 350,000 without power
msnbc.con8.14.03

9:48 p.m. Power is restored at Teterboro Airpofféterboro Borough, New Jersey.
PANYNJ Situation Status Report
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9:55 p.m.

10:15 p.m.

10:15 p.m.

10:24 p.m.

10:24 p.m.

10:24 p.m.

11:00 p.m.

11:00 p.m.

By 11:00pm

11:04 p.m.

11:31 p.m.

11:41 p.m.

Overnight

Overnight

Overnight

Overnight

The Lincoln and Holland Tunnels are opastbound to buses and westbound to buses and cars.
PANYNJ Situation Status Report

PATH service is restored between NewarkExchange Place.
PATH presentation at 2003 APTA Annual Meeting

The tunnel between Detroit and Wind€atario re-opens.
Volpe Center notes

New York LaGuardia, JFK Internationald aNewark Liberty International Airports are allcepting
limited arrivals and supporting limited departures.
PANYNJ Situation Status Report

The Port Authority Bus Terminal is offily secured.
PANYNJ Situation Status Report

The Holland Tunnel has one lane opewtomobiles in each direction.
PANYNJ Situation Status Report

New York Governor George Pataki holgsess conference, and announces that there hamenbee
serious injuries or deaths related to the blackout.
Washington Pos%.15.03, B. Gellman, page A01

The final person is freed from a Clawndl elevator.
The Cleveland Plain Deale3.16.03

Only 250,000 New Jersey residents remvalout power, out of 1 million originally in theark.
cnn.coms.14.03

PATH is running normal service.
PANYNJ Situation Status Report

The Federal Emergency Management Agestaplishes a Regional Operations Center for thve Ne
York area.

Traffic in the Holland Tunnel is ligit both directions.
PANYNJ Event Log

New York City officials log 800 elevatmscues and 80,000 calls to 911.
NewsweekMSNBC 8.25.03, M. Hirsch

About 10,000 New York City policeman areduty, one-third of the total force.
Washington Pos3.17.03, D. Von Drehle

New York City Fire Commissioner NichoBsoppetta reports that EMS crews answer more than
5,000 calls, twice the typical number.
Washington Pos2.17.03, D. Von Drehle

Cleveland police make 19 arrests, falven half the summer average of 50. Clevelandayspl
twice the typical number of officers.
Washington Pos3.17.03, D. Eggen, page A01
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General

General

General

General

General

17 General Motors plants, located in Lapdtontiac, Detroit, Toledo, Parma (Ohio), and @ata
are closed. 23 Ford plants, located in southe#stilyan, Cleveland, and Ontario, are closed. 14
DaimlerChrysler plants, located in southeast Miahignd Ontario, are closed.

Washington Pos®.15.03, J. Porretto

Starbucks closes all of its shops in anéhsut electricity.

New York City opens emergency sheltersti@nded commuters.
Washington Pos%.15.03, B. Gellman, page A01

Authorities in Cleveland relocate approxatyal00 prisoners from the city jail to more secur
facilities in Youngstown, Ohio.
cnn.com3.15.03

The MGM Grand Casino in Detroit closestffierfirst time since its opening in 1999.
Washington Pos%.15.03, B. Gellman, page A01

Friday: August 15, 2003

12:00 a.m.

12:45 a.m.

2:00 a.m.

3:00 a.m.

3:00 a.m.—

6:30 a.m.

3:23 a.m.

4:00 a.m.

4:10 a.m.

4:31 a.m.

The NYC Transit subway system resumegmpservice.
NYC Transit

Lights inside the Cleveland Terminal €oflicker, signaling the beginning of restoratmfrpower to
downtown and other parts of Cuyahoga County.
The Cleveland Plain Deale3.16.03

The North Bergen, Little Ferry, and Keanail freight terminals of CSX — all located in Wdersey
— resume operations.
Shipping New$.18.03

Power is restored at the Howland Hookt&@nar Terminal on Staten Island.
Shipping New$.18.03

Metro-North is able to run several trausing diesel locomotives, from Grand CentraliSieto the
suburbs of New York and Connecticut.
wnbc.conB.15.03

The Lincoln Tunnel is closed eastbound.
PANYNJ Situation Status Report

Partial power is restored to INFORM, tla@sportation management center serving Longdslan
Volpe Center notes

Power returns to the rail yard of theaBreCleveland Regional Transit Authority.
Volpe Center notes

Power is restored to portions of thetsmagt Bronx, Manhattan, Brooklyn, Westchester Gguartd
Staten Island.
Con Edison Press Relea8¢15.03
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5:40 a.m.

Early
Morning

6:20 a.m.

6:30 a.m.

7:23 a.m.

7:40 a.m.

8:00 a.m.

8:45 a.m.

9:00 a.m.

9:00 a.m.

10:00 a.m.

10:03 a.m.

10:15 a.m.

10:32 a.m.

Morning

Morning

The Holland Tunnel is open with one leneach direction and is collecting tolls, but repw some
ventilation problems.
PANYNJ Situation Status Report

New York City buses run on schedule andfige to all passengers.
wnbc.conB.15.03 andNew York Daily New8.16.03, P. Donohue.

Staten Island Railway service is restored
NYC Transit

The Lincoln Tunnel is open with two lamesach direction.
PANYNJ Situation Status Report

Cleveland Hopkins International Airpagains power and resumes limited passenger opesati
The Cleveland Plain Dealet.16.03, A. Garrett

Full power is restored at New York LaGlimAirport. 400 stranded passengers are reptoted
on-site.
PANYNJ Situation Status Report

The Federal Aviation Administration susgtmall operations at New York LaGuardia Airportiun
12:00 p.m.
PANYNJ Situation Status Report

Power is restored at Brooklyn Marine Tieainbut Terminal employees have not reported forkw
PANYNJ Situation Status Report

Metro-North restores limited service fr@mand Central Station to the northern suburbsenNork
and Connecticut, using diesel locomotives, butshedtvice shortly thereafter due to a failure & th
signal system.
wnbc.conB.15.03

Power is completely restored to Statimds
Con Edison Press Relea8¢15.03

Complete power is restored to INFORM , ttansportation management center serving Loagdsl
80 percent of the INFORM closed-circuits camerasrreto operation.
INFORM

Con Edison reports that rolling blackare affecting all of Staten Island.
NYC Transit

The first flight since the blackout dép&rom Cleveland Hopkins International Airport.
The Cleveland Plain Deale3.16.03, A. Garrett

Power is restored to the #6 NYC Trangitvay line. No customer service is in operation.
NYC Transit

The Long Island Rail Road resumes limitedve from Jamaica Station.
wnbc.conB.15.03

Airlines resume near-to-normal operatiomsf Newark Liberty International, Cleveland Hopkins
International, Albany International, Buffalo Niaganternational, and Montreal Airports.
New York Daily New8.16.03, J. Marzulli
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Morning

Morning

Morning

11:00 a.m.

Mid-
Morning

Late
Morning

Late
Morning

12:20 p.m.

2:00 p.m.

3:10 p.m.

4:05 p.m.

Day

Day

Day

150,000 Cleveland residents remain in thekdout of 1.4 million without power on Thursday
afternoon.
CBSnews.cor8.15.03

130,000 Michigan residents remain in thekdaut of 2.1 million without power on Thursday
afternoon.
CBSnews.cor8.15.03

Responding to a question about the lackedifilar service, a spokeman from Nextel explalia t
cellular towers require electricity in order to &tion. Most towers have back-up systems that gan r
for 3-6 hours only.

MSNBC.con8.15.03

Con Edison New York elects to reducegodw parts of its service area — New York City and
Westchester County — in order to avoid volatiletiliations. Customers are asked to turn off
appliances.

Con Edison Press Relea8¢15.03

20,000 New Jersey residents remain witipauter.
CBSnews.cor8.15.03

Power is restored to the Norfolk Southexihfreight terminals in Bellevue (Ohio), Toledoyffalo,
Cleveland, and portions of the New York City region
Shipping New$.18.03

Power is not yet restored to Penn Station.
wnbc.conB.15.03

Greater Cleveland RTA restores powdstiight rail system
Volpe Center notes

The parking lots at New York LaGuardiaphit are completely full; officials announce thiagy
may begin limiting automobile access to the airport
Washington Pos%.16.03, S. Goo, page A08

Power is restored to the third rail deced portions of the IRT tracks (portions of Lregtion
Avenue, 7th Avenue, and Eastern Parkway) in NewkQity. No customer service is in operation.
NYC Transit

Power is restored to the Port Authoritxs B erminal.
PANYNJ Situation Status Report

Amtrak resumes limited service between WashimgdC and New York.
wnbc.conB.15.03

Without electricity to operate their pumps, tnges stations in New York City are closed.
NY18.16.03, J. Ramirez

A spokesmen for Verizon Communications repthras the use of landline telephones was 300
percent greater than typical during the periocheflilackout.
MSNBC.con8.15.03
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Afternoon

5:00 p.m.

Early
Evening

Evening

6:36 p.m.

7:00 p.m.

7:40 p.m.

9:02 p.m.

9:03 p.m.

10:15 p.m.

11:00 p.m.

Overnight

General

General

General

General

In a press conference, Governor Patakbances that power has been restored to most offibeky
state, including 85 percent of New York City.
Washington Pos3.15.03, D. Cohn

Over the next several hours, power i®red to portions of the NYC Transit subway systBio.
customer service is in operation.
NYC Transit

FirstEnergy Corporation declares thatdatvice has been restored to the Cleveland area.
Newsweel8.25.03, J. Adler

Most flights in and out of Cleveland Hopkinternational Airport are running on schedule.
Washington Pos%.16.03, S. Goo, page A08

Power is restored to New York LaGuardigdtt.
PANYNJ Situation Status Report

Con Edison restores power through the Xerk feeds into the Lincoln and Holland Tunnels.
PANYNJ Situation Status Report

Full power is restored in the passergyeninals at JFK International Airport.
PANYNJ Situation Status Report

Power is restored at cargo building$-&t lhternational Airport.
PANYNJ Situation Status Report

Power is completely restored to all acdddew York City and Westchester County.
Con Edison Press Relea8¢15.03

The Office of Emergency Management efRbrt Authority of New York and New Jersey is
deactivated.
PANYNJ Situation Status Report

Sixty-three of the major NYC Transit fings are operating fare free, and will contino@perate
without fares until subway service is restored.
NYC Transit

City officials report that six peopleearrested in Detroit for incidents related to likeckout.
Pittsburgh Post-Gazeti®17.03

During the 29 hours of the blackout, 132 6dlls were logged by the New York City 911 system
This represents a 187 percent increase over the pariod during the previous year.
Enhancing New York City’s Emergency Preparednedeport to Mayor Michael R. Bloomberg

During the 29 hours of the blackout, theeggancy Medical Service of New York City transpdrte
133 percent as many patients as is typical.
Enhancing New York City’s Emergency Preparednedeport to Mayor Michael R. Bloomberg

During the 29 hours of the blackout, 150 6dlls were logged by the New York City 311 Citize
Service Center.
Enhancing New York City’s Emergency Preparednedeport to Mayor Michael R. Bloomberg

The ports of Toronto, Detroit, and Clevdlare without power.
Shipping New$.18.03
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General American Stock Exchange spokesman RobediRereports that the Stock Exchange opened for
only 15 minutes on Friday, in order to set cloginiges for the day before.
Washington Pos%.19.03, G. Schneider, page EO1

General Amtrak reports operating 80 percent afdtseduled service.
Washington Pos2.16.03, S. Goo, page A08

General The NYC Transit subway system remains bsiivice all day.
Washington Pos2.16.03, S. Goo, page A08

General The public bus system in Detroit remaintsobsgervice all day.
Washington Pos%.16.03, S. Goo, page A08

General Traffic signals in New York are out of seev
Washington Pos2.16.03, S. Goo, page A08

General Peter Pan Bus Lines runs 2-3 times thgulae service into and out of New York City.
Washington Pos2.16.03, S. Goo, page A08

General The Long Island Rail Road commissions tB@al and tour buses to transport 40,000 stranded
commuters from Manhattan to Queens and Long Island.
Washington Pos%.16.03, S. Goo, page A08

General Most shuttle flights between Washington,d»@ New York are cancelled.
Washington Pos%.16.03, S. Goo, page A08

General American Airlines delays or cancels nealtlpf its outbound flights from JFK Internationairport.
New York Daily New8.16.03, J. Marzulli

General Officials in Cleveland and Detroit urge argts to limit their driving due to non-functiomjriraffic
lights.
Washington Pos2.16.03, S. Goo, page A08

General Mail delivery is limited in Detroit.
Washington Pos2.16.03, R. Pierre, page A01

General New York City closes its public beachestdusoncerns about water quality.
NY18.19.03
General A spokesman for the NASDAQ reports thap&@ent of the 270 firms listed on the NASDAQ

exchange were open for business. The NASDAQ itgadf able remain operational due to an off-site
generating facility.
Washington Pos%.19.03, G. Schneider

Saturday, August 16, 2003

12:00 a.m.—

1:00 a.m. Partial to full customer service is resedran the following NYC Transit lines: 6, 7, 25,1, J, A, L,
M, W, Q, A shuttle, R, D, and N.
NYC Transit

1:00 a.m.—

3:00 a.m. Partial to full customer service is resdran the following NYC Transit lines: F, E, and G.
NYC Transit
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5:00 a.m. NYC Transit reinstates fares on the pstem.
NYC Transit

6:00 a.m. The NYC Transit subway system resumésduVice.
NYC Transit

Morning 450 Connecticut customers, down from a pefegk78,000, remain without power. 50,000 Michigan
residents are still in the dark, as well as 5,0@WvNersey residents.
cnn.coms.16.03

Day All 24 of the New York City subway lines areesgtional.
cnn.com3.16.03
Late
Evening Power returns to the SMART system in Détroi
Volpe Center notes
General Amtrak restores regular service betweenddend Washington, but cautions that serviceills st
limited or delayed in Michigan.
Washington Pos3.17.03, S. Goo, page A15
General Detroit Mayor Kwame Kilpatrick announceattpublic transportation will be free for all pasgers

throughout the weekend.

Sunday, August 17, 2003

Late

Afternoon  The North American Electric ReliabilityoGncil announces that the power grid is operatitigbly
again, with all but one transmission line backenvge.
Washington Pos3.18.03, J. Glanville

Night The New York City Traffic Department finish#ee task of inspecting all traffic signals.
Inside ITS9.15.03

General The SMART system in Detroit is running astrreormally.
Volpe Center notes

General Air travel returns to near normal afteeéhdays in which airlines canceled more than 1fliglts.
Washington Pos2.17.03, S. Goo, page Al15

Monday, August 18, 2003

Morning Metro-North and the Long Island Rail Roadrving the New York suburbs, both announce thet th
are running on or near to schedule.
Washington Pos3.18.03, J. Glanville

Morning General Motors, Ford, and DaimlerChrysksume manufacturing operations.
Motortrend8.1.8.03

9:00 p.m. 3,000 Staten Island customers lose poWés.restored two hours later.
NY18.19.03
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General

Air traffic controllers at New York LaGu@diirport, JFK International Airport, and Newarlkblerty
International Airport lose contact with all airpsfollowing a loss of power at the Federal Aviatio
Administration’s control center on Long Island, rlilsely an after-effect of the blackout. A back-u
system switches on after 30-45 seconds.

New York Daily New8.18.03

Tuesday, August 19, 2003

General

General

On-Going
October 21

New York Stock Exchanges and major Wadetfirms said that they have little cleanup warklo
and that the emergency backup plans they put iattepafter the attacks of September 11, 2001, had
worked well.
Washington Pos%.19.03, G. Schneider, page EO1

New York City businesses lost about $80lomiin products and services and another $250anil
from spoiled food and perishables, said a spokesarahe city comptroller, William C. Thompson,
Jr.

Washington Pos%.19.03, G. Schneider, page EO1

Officials from the Federal Reserve,Utts. Treasury Department, and the Security and &@h
Commission testify before Congress that there wasvidence of panic or disruption in the banking
system during the period of the blackout.

The Boston Glob8.21.03
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Appendix B: Summary of Installed Intelligent Transp ortation
Systems (ITS)

Agency: Detroit International Bridge / Canada Transit Compa  ny
Facility: Ambassador Bridge
Location: Connects Detroit (I-75, 1-94, 1-96, and Jefferson Avenue) with Windsor, Ontario

(Highway 3, Highway 401, and Wyandotte Street)
Responsibility:  9,200-foot bridge with toll plazas

ITS Technology Installed

Electronic toll collection (ETC)

Weigh in motion (WIM) system

Closed circuit television (CCTV) system

Advanced border processing system

Advanced traveler information system (ATIS) — Imigtrsite, automated telephone system

Operations Capability Maintained during the Blackou t

ETC and WIM systems, supported by backup generation
Two-way radio, with limited range
Intermittent cell phone service

Operations Capability Lost during the Blackout

Communication with partner agencies
Short-wave repeater, limiting radio communicatitma half-mile range (not as far as the
Canada side of the bridge)

Pre-Event Preparation

Comprehensive backup generating capability

Bottled water on hand in case of emergency

Coordination with emergency management personrakitbitate sharing of information
among first responders, local and state authoritied U.S. and Canadian Customs

Lessons Learned

Emergency preparations for the year 2000 and Sdyatefri paid off, such as provision of
generators and bottled water and the cultivatiorelationships that turned out to be very
helpful (such as with law enforcement, water boprdlic lighting, and U.S. and Canadian
Customs officials)

Need to relocate radio signal repeater so thatritfanction during future power outages
Need to assess whether additional generators aranted to service needs of the bridge
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Agency: Detroit and Canada Tunnel Corporation

Facility: Detroit-Windsor Tunnel
Location: Spans the Detroit River, connecting Detroit, Michigan, and Windsor, Ontario
Responsibility:  One-mile tunnel and toll and inspection plazas

ITS Technology Installed

Variable message signs (VMS) — 1

Closed circuit television (CCTV) system — 32 caaser

Electronic toll collection (ETC) — tied to scales tommercial carriers
Highway advisory radio (HAR) system — 1 station

Lane-use control signals

Operations Capability Maintained during the Blackou t
Spotty communications via cell phone and radio

Operations Capability Lost during the Blackout

All power, and therefore all ITS technology
Landline phones

Pre-Event Preparation

Quadruple redundancy in power source: four feeds ftom each country. Full operations
can sustain on any one of the power feeds (bdtarblackout, all four failed)
Small generators to support things like the ragigiesn

Lessons Learned

Quadruple redundancy is not foolproof

Regular generator maintenance should be schedulethie standard operating procedure
More generation capability is warranted for the qngystem and the internal two-way radio.
Also considering backup generation to support drfsl. Canadian Customs and life-safety
systems in the tunnel

Backup communications plans are necessary, sualpkasm for how to contact the police and
media when the usual systems are unreliable

Need a dial-around option for phone systems thet ba electricity-dependent switch

A cooperative plan for diverting automobile traffrom the bridge to the tunnel might have
helped relieve the heavy congestion on the bridge
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Agency: Detroit-Windsor Truck Ferry

Facility: Ferry service
Location: Detroit River, linking Detroit and Windsor, Ontario
Ferry fleet, docking areas, onsite U.S./Canadian Customs processing, communications

Responsibility: center

ITS Technology Installed
Advanced reservation and border processing system

Operations Capability Maintained during the Blackou t

Continued operations with manual processing thraugtoms
Radio system

Operations Capability Lost during the Blackout

Advanced notification system and online reservasigstem
Phone system

Pre-Event Preparation

Many drills and frequent training focused on safetg considered the loss of
communications

Lessons Learned

Need backup generation so that computer-depenysteinss can continue to function
Need upgraded radio and telephone systems

Need network redundancy: wireless network as ugliz, dial-up and DSL capability
Diverting some freight to the ferry might have reglrelieve congestion in other areas
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Agency: Greater Cleveland Regional Transit Authority

Facility: Bus and rail system serving Cleveland metro area
Location: Cleveland
Responsibility:  Stations, maintenance facilities, communications center, 35 miles of one-way track

ITS Technology Installed

Automatic vehicle location (AVL) system

Computer-aided dispatch (CAD) system

Variable message signs (VMS)

Mobile data terminals (MDT) — buses only

Electronic fare collection — magnetic strip

Advanced traveler information system (ATIS) — intgtrsite, automated telephone system

Operations Capability Maintained during the Blackou t

Communications center, including radio and compusgstem for bus operations (after
emergency power was restored)

Mobile radios (450 MHz system) for transit policede and rail operations

Trunked 900 MHz bus system after emergency povatored at communications center
AVL, CAD, MDT after communications center powertasd

Fare-collection equipment

Telephone systems in facilities with emergency poavailable

Cell phones

Operations Capability Lost during the Blackout

Temporarily lost power at communications centetil generator was repaired, including
AVL, CAD, mobile data terminals, and bus radio syst

Air conditioning was not a part of backup powertegs

Radio signal and global positioning system (GP$a flar a large area due to a non-
functioning repeater

Short-range portable radios due to non-functiomepeaters

Telephone systems (once backup batteries expirediaties without emergency power)

Pre-Event Preparation

Cultivation and maintenance of good relationshipsiede
Backup generation capability at central facilitg, some in-field equipment such as
repeaters, and on trains for lights and radio

Lessons Learned

Relationships are key

Generators need regular maintenance

Compressed natural gas (CNG) compression systereffeling of vehicles is not able to
work off of generators
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Managers at the communications center may havefoessd to shut down communications
and technological equipment if the outage had siklhlonger due to a lack of air
conditioning to cool the equipment

Need a stronger regional response plan
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Agency: Michigan Department of Transportation

Facility: Michigan Intelligent Transportation Systems (MITS) Center with freeway and incident
management systems and a traveler information system
Location: Detroit, Michigan

Responsibility:  ITS along 180 miles of the state freeway system in the Greater Detroit area

ITS Technology Installed

Closed circuit television (CCTV) system — 170 caaser

Variable message signs (VMS) — 64

Vehicle detection devices — 1600 inductive loops

Fiber optic, coaxial cable, microwave, and radimominications network

Integrated software includes device control, inctdeaanagement, and ATIS capabilities.

Operations Capability Maintained during the Blackou t

Spotty two-way radio system
Co-located state police dispatch center and dateiwsroom were powered by backup
generation

Operations Capability Lost during the Blackout

All ITS capabilities, including all cameras, datallection devices, VMS, and computers at
the central facility

Landline phones (there are two places in the wgldo access the phone lines without
requiring electricity, but there were no phonesksabup)

Pre-Event Preparation
Had no plan for this type of event; had no backeipegation capability

Lessons Learned

The ITS technology that was missed the most weredimeras, especially those located near
a flooded freeway

The lost data on traffic volumes was a lost oppotjuto document what was essentially a
evacuation of Detroit

Installing backup generation at the center, as agHt one or two carefully selected remote
sites along the fiber optic ring could restoregnsicant amount of capability

Loss of communications was the most frustrating;lbsving landline telephone connections
ready would be an easy preparation that would heage a big difference

Text-messaging capability would be useful for fataituations where the communications
network is busy or intermittently available

Restoration was more cumbersome than was antidipagéablishing a plan for what the
expectations are for human resources would have lseful

Could have better leveraged their connection withrhedia (via a co-located satellite
newsroom) to disseminate transportation informattiothe public
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Agency: New York State Thruway Authority

Facility: New York Thruway
Location: Crosses New York State
Responsibility:  641-mile toll way

ITS Technology Installed

Traffic management center (TMC)

Electronic toll collection (ETC)

Closed circuit television (CCTV) system — 30 celmermiles — 31 cameras

Vehicle detection devices — loop detectors (44arine miles); probe readers using ETC
tags (31 centerline miles); acoustic detectorse(itarline mile); microwave radar (1
centerline mile); video imaging detector (1 cemterimile)

Variable message signs (VMS) — 42

Highway advisory radio (HAR) — 92 centerline miles

Advanced traveler information system (ATIS) — Autted telephone system, Internet site

Operations Capability Maintained during the Blackou t

Backup generation supported most operations, inmedu@MC, toll collection, radio system,
and service plazas

Operations Capability Lost during the Blackout

Some field equipment not supplied with backup power

Some maintenance yards, which are also fueling,stid not have backup generation
Fueling was a problem for state police and otheatsdepend on these facilities - They were
shifted to alternative locations

Air conditioning in the TMC was not connected tackap system

In one case, fuel resources as the Service areautdar a short period due to hoarding —
Refuel occurred within hours and maximum fuel pasghwas instituted until peak purchases
slowed down

Pre-Event Preparation

Comprehensive backup generation; all the toll gamad critical systems for business were
pre-tested and available - some battery supplidgartable generators are available for field
equipment such as VMS

Lessons Learned

Ability to maintain operations and, specificallg|ltcollection, led to less traffic congestion
and acted as a self-metering device for the roatésy Large volumes of traffic were
handled with few customers aware of the blackotit threy left the Thruway.
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Agency: Niagara International Transportation Technology Coa lition

Facility: Traffic operations center

Location: Buffalo, New York

Responsibility:  Traffic operations in the Western New York and Southern Ontario region, coordinating
14 agencies whose territory includes four international border crossings

ITS Technology Installed

Traffic operations center (TOC)

Closed-circuit television (CCTV) system — 57 carsera

Highway advisory radio (HAR) — 7 stations

Variable message signs (VMS) — 24 permanent sgas,30 portable signs

Road weather information system (RWIS) — 7 location

Advanced traveler information system (ATIS) — Inifrsite

Traffic signals — 1,800

Vehicle detection devices — loop detectors suppg®iTMS cover 35 percent of the system,
using TRANSMIT E-ZPass transponder technology

Electronic sharing of data with emergency managemgencies

Operations Capability Maintained during the Blackou t

Traffic operations center
Most field equipment
Area traffic signals, which either never lost powermere supported by portable generators

Operations Capability Lost during the Blackout
None

Pre-Event Preparation

Backup generating capability at operations center

With partner agencies, identified critical intersees throughout the region that are to
receive backup power in case of an outage

With partner agencies, secured portable genertidrs able to cover reasonable portion of
the signalized intersections in the region

Developed system for mobilizing generators to kegrsections, with help of area agencies
such as fire departments

Practiced regional coordination for many types @@ecy response, including a process for
diverting traffic from one bridge to another

Lessons Learned

The ability to maintain a signal system is keygfkays will operate fine even without power.
In addition, having generators and a plan for howbbilize them can help free up
emergency responders to do other things

Have as much backup power as is feasible
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Agency: Ohio Department of Transportation, District 12

Facility: District office with freeway and arterial management systems
Location: Garfield Heights, Ohio
Responsibility:  ITS along 180 miles of the state freeway system in the Greater Cleveland area

ITS Technology Installed
Networked television system
Automatic vehicle location (AVL) system
Variable message signs (VMS) — on fleet vehicles
Traffic signals — 80
Highway advisory radio (HAR) system

Operations Capability Maintained during the Blackou t

Two-way radios, AVL, and other computer systemthatcentral facility supported by
backup generation

VMS powered by the vehicles

The cameras and the HAR were working, althouglutibzed.

Operations Capability Lost during the Blackout

Traffic signals
Landline phone service, cell phone service, an@sagere spotty

Pre-Event Preparation

Comprehensive backup generation to power centrditygand radio systems
District incident response plan, which was usedngduthe blackout

Lessons Learned

Reduced communication capability was the biggestauite
There could have been a larger role for ITS in rgamatraffic during the event
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Agency: Ohio Turnpike Commission

Facility: Ohio Turnpike

Location: Northern Ohio from Pennsylvania to Indiana
Responsibility: 241 miles of tollway and 16 24-hour service plazas

ITS Technology Installed

Traffic management center (TMC) - the Ohio Turnp@mmission Dispatch Center and
Ohio State Highway Patrol District 10 are co-lodaa@d perform as a TMC

Weigh in motion (WIM) system

Variable message signs (VMS) — controlled by callt¢lephone.

Advanced traveler information system (ATIS) — Inifrsite, automated telephone system
Road weather information systems (RWIS)

Electronic sharing of data with law enforcement,fand emergency management agencies

Operations Capability Maintained during the Blackou t

All ITS elements, including scales and toll collentfacilities

All gas stations at the service plazas as well 48, vending machines, lights, janitorial
services, and most food operations

Operations Capability Lost during the Blackout

Some vendor kitchens in service plazas did notvedsackup power at the vendor’s option
Some administrative computers did not receive bagawer, according to plan

At some older facilities, generators did not perfaccording to specifications requiring
frequency adjustments

Pre-Event Preparation

Comprehensive backup generation, fueled by nagjas|tested for 1-2 hours weekly or
monthly depending on location

Completely redundant data center, tested with atimoiuse
Independent fiber optic lines and a microwave sydterun the phone system

Lessons Learned
Preparation process is never complete; it is amioggorocess
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Agency: Road Commission for Oakland County

Facility: Traffic Operations Center with an arterial management system
Location: Oakland County, Michigan
Responsibility: 2,600 miles of county roads and 230 miles of state roads, including 1,200 traffic signals

ITS Technology Installed

Closed circuit television (CCTV) system — 4 camephigs access to 150 Michigan
Department of Transportation cameras

Vehicle detection devices — 2,000 video cameraslab@D loop detectors

Automatic vehicle location (AVL) system — for sn@ow trucks

Traffic signals — 1,300 (with 575 coordinated) pA@® other electrical devices such as sign
flashers and school flashers

Advanced traveler information system (ATIS) — In&frsite

Road weather information systems (RWIS) — 3 sensors

Operations Capability Maintained during the Blackou t

Backup generation sustained partial functionalitg@erations center, including critical
computers, some lights, and co-located police dpes
Up to 20 traffic signals supported by portable gatoes

Operations Capability Lost during the Blackout
All traffic signals, save those that were latermuned by portable generators

Pre-Event Preparation
Two generators at central facility; 20 generatorgde in the field

Lessons Learned

Data collected through ITS equipment are useletsowi power, since no data could be used
for traffic control or system status

Generators need regular maintenance

Need to have a response plan ready on prioritysattions in advance of any incident
occurring, based on an evaluation of safety, sigdtance, and traffic volumes at each
intersection; also assess in advance which gemesapported signals can be co-supervised
by the same crew (because they are close enowggitkoother)

For traffic signal equipment, sustainability on kag generating power is a relevant
consideration when purchasing new equipment (twelgower requirements of LED
displays means they can be powered by smallerpehneaasier to install generators)

Just eight hours of battery backup on all traffgmals would have made a big difference for
the rush hour the night of the blackout (but tleahhology does not yet exist)
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Agency: Suburban Mobility Authority for Regional Transporta tion

Facility: Transit control center with a fleet management system

Location: Detroit, Michigan

Responsibility:  Fixed route and demand responsive service in Macomb County and parts of Oakland
and Wayne Counties

ITS Technology Installed

Mobile data terminals — with interagency functiotyal
Automated vehicle location (AVL) system
Computer-aided dispatch (CAD) system

Real-time monitoring of vehicle components

Advanced traveler information system (ATIS) — In&frsite

Operations Capability Maintained during the Blackou t

Control center
AVL and CAD systems
Website used to broadcast information about service

Operations Capability Lost during the Blackout

Lost voice/data radio system because transmit lsgdsno backup capability (as a result,
ceased bus operations except for emergency pasttsanvice)

Pre-Event Preparation

Backup generation supplied to control center aedirig sites (though fueling generators
malfunctioned during the blackout)
Control center generators tested weekly and givewgmtative maintenance twice a year

Lessons Learned

More backup generation capability may be necesstargdio transmit sites
Backup generators should receive regular maintenand testing
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Appendix C: List of Acronyms

AVL automatic vehicle locator

ATIS automated traveler information system

CCTV closed-circuit television

CAD computer-aided dispatch

DOT department of transportation

DSL digital subscriber line

EMS emergency medical services

EOC emergency operations center

EMC emergency management center

ETC electronic toll collection

FAST-TRAC Faster And Safer Travel Through Routing &dvanced Controls
FHWA Federal Highway Administration

GCRTA Greater Cleveland Regional Transit Author@yeater Cleveland RTA
GETS Government Emergency Telecommunications Servic
GIS geographic information systems

GPS global positioning system

HAR highway advisory radio

HVAC heating, ventilation, and air conditioning

ISP Internet service providers

ITS intelligent transportation system

MDT mobile data terminal

MITS Michigan Intelligent Transportation Systems

NITTEC Niagara International Transportation Teclugyl Coalition
OoTC Ohio Turnpike Commission

PANYNJ Port Authority of New York and New Jersey

POTS plain old telephone system

RCOC Road Commission for Oakland County

RTA regional transit authority

SCATS Sydney Coordinated Adaptive Traffic System

SMART Suburban Mobility Authority for Regional Trgportation
SOV single occupancy vehicle
TMC traffic management center
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TTI
VMS
WIM
WPS
Y2K

Texas Transportation Institute
variable message signs
weigh in motion

Wireless Priority Service
Year 2000
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